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D. Imboden, Zürich, Switzerland
R. L. Jaffe, Cambridge, MA, USA
R. Lipowsky, Golm, Germany
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Prologue

This book contains the contributions of the invited speakers at the conference
on Similarities and Universality in Relativistic Flows (SURF 2000), which took
place from October 1st to 5th, 2000, on the island of Mykonos, Greece. A com-
panion volume, including the contributed talks, has been published by Logos Ver-
lag, Berlin, under the title “Similarities and Universality in Relativistic Flows”.
The meeting was part of the European Union PhD Euroconference Program
and aimed to give young European astrophysicists a platform to present and
discuss recent developments in observation and theory of relativistic flows in
astrophysical objects.

The topic of this book is the study of relativistic outflows such as those seen
in gamma-ray bursts (GRBs), microquasars and active galactic nuclei (AGN).
These flows are associated with compact objects ranging from neutron stars and
stellar-mass black holes to supermassive black holes (106 − 109 solar masses).
The first three contributions in the book deal with the physical processes be-
lieved to be important in all families of systems exhibiting relativistic flows. The
first one focuses on the relevant radiative processes and Doppler-boosting of the
radiation from relativistically moving sources. Then particle acceleration via the
first-order Fermi process in relativistic shock fronts is studied, as this mecha-
nism is a good candidate for supplying accelerated electrons responsible for the
highly non-thermal spectra being observed. After that, possible jet formation
and collimation mechanisms are presented.

The next two contributions present an overview of our understanding of
powerful AGN. First, the evolution of classical radio galaxies through studies of
their large-scale structure is addressed, followed by a review of our understanding
of blazars, which are AGN with jets almost aligned to our line of sight and
observed luminosities dominated by a sub-parsec scale region close to the central
black hole. Shifting to stellar-size systems, our current understanding of so-
called microquasars, binary star systems resembling in many aspects scaled-down
versions of AGN, is presented. The next contribution deals with observation and
theory of GRBs. The study of the proper bursts and their afterglows suggests
the existence of relativistic jets in these objects.

The fluid dynamics of relativistic astrophysical flows are quite complex, and
one often has to resort to numerical simulations to describe them. Results of such
numerical experiments are presented and compared to recent radio interferomet-
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ric observations of jets. This is followed by an introduction to the development of
modern numerical techniques for solving relativistic hydrodynamical problems.

The epilogue gives an overview of all the topics discussed at the SURF 2000
conference and offers an outlook over current and future research opportunities.

The meeting was attended by 39 participants from 16 different countries
(Australia, Canada, France, Germany, Greece, The Netherlands, Ireland, Israel,
Italy, Japan, Norway, Portugal, Russia, Spain, UK, USA). Funding for the con-
ference was provided by the European Union programme on High Level Scientific
Conferences, under contract HPCFCT-2000-00109. We wish to thank the com-
pany Starlab for funding the accommodation and travel expenses of some invited
speakers and the administrative staff of the Max-Planck-Institut für Kernphysik
for their help in organising the conference. We especially thank the authors of
the articles included in this book for their contributions.

Heidelberg, Axel Guthmann
October 2001 Markos Georganopoulos

Alexandre Marcowith
Konstantina Manolakou
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José-Luis Gómez
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Radiative Processes in Relativistic Outflows

Apostolos Mastichiadis

Department of Astrophysics, Astronomy and Mechanics, Faculty of Physics,
University of Athens, Zografos 15783, Greece

1 Introduction

During the last decade new, exciting observations shed fresh and sometimes un-
expected light on objects generally related with relativistic outflows. Familiar,
but still largely unknown1 objects like Active Galactic Nuclei proved to be strong
γ−ray emitters, the first counterparts of Gamma Ray Bursts were discovered,
placing these enigmatic phenomena firmly at cosmological distances, while de-
tection of superluminal motion from X-ray binaries in our own Galaxy showed
that these objects act as scaled-down versions of quasars. Depite the fact that
many pieces of the puzzle are still missing and obviously the respective differ-
ences of these three classes of objects are significant, it is evident that at least at
some fundamental level they share some common properties. For instance, there
is now consensus that all three classes show some kind of relativistic outflow and
relativistic beaming has been invoked to relax the constraints imposed especially
on luminosities and high energy photon opacities. Furthermore, non-thermal ra-
diation processes such as synchrotron and inverse Compton scattering, seem to
be the radiation mechanisms that are mostly responsible for the sources’ spectral
formation.

In the present paper, we will make a textbook-like review of the phenomena
and of the radiative processes that operate in these objects. We will begin by
reviewing the phenomenon of superluminal motion. Next we will present the
way Doppler boosting operates and give arguments that this in combination
with γ−ray opacities favor relativistic outflows. Then we will briefly present
synchrotron radiation and inverse Compton scattering. We will use these pro-
cesses to demonstrate how one can use simple forms of the continuity equation
to model variable emission that is quite common in all classes of sources. Finally,
we will finish with a brief note on the role relativistic hadrons might play in these
objects.

It is evident that so many different topics cannot easily fit in an article. Thus
I will not attempt to make a comprehensive review of the subjects, but I will
simply introduce the concepts giving emphasis on these aspects that play the
role of theoretical tools to the astrophycisists. I will take a similar approach with
the references: As my aim is not an updated review of classes of objects or of
proposed models, but rather of mechanisms, I will mainly refer to some older
key papers. This unfortunately will leave out some more recent papers which
1 apologies for the oξύµωρoν

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 1–23, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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have applied and partly extended some of the ideas presented here. There will
be only a few exceptions to this rule, mainly in the last sections.

It is hoped that this generic, model-independent approach will help the reader
to refresh some of the issues and can be used as general background for the more
detailed articles to be found later in this volume.

2 Superluminal Motion

Superluminal motion is a direct manifestation of Einstein’s special theory of
relativity. Its relevance to astrophysical objects has been predicted [25] about
five years before observations [4] demonstrated its existence. The effect is based
on the fact that if some blob of photon emitting plasma, which is initially at a
distance D from us, is moving away from a central ‘core’ with velocity υ = βc
making an angle θ to our line of sight, then the photons which are emitted
at a later time te will not cover the distance D to us but rather the distance
D− υte cos θ. This has the immediate consequence that the time interval ∆tobs,
which we measure between photon emission instances, is shortened by the factor
1 − β cos θ over the corresponding time interval as measured in the blob rest
frame. As a result the apparent velocity of the blob on the plane of the sky is
measured as

υapp =
υte sin θ
∆tobs

= c
β sin θ

1 − β cos θ
. (1)

This quantity can be greater than 1 when the denominator becomes small, which
means that both β and cos θ should approach unity. In this case the above
relation can be written

βapp =
υapp
c

� 2θ
Γ−2 + θ2

(2)

where Γ is the Lorentz factor2 of the blob and we have used β � 1− 1/2Γ 2 and
cos θ � 1 − θ2/2. In the case where Γ−1 < θ � 1, we get βapp � 2θ−1 � 1.

Another way to see this is to solve Eqn (1) for β, i.e.

β =
βapp

sin θ + βapp cos θ
(3)

and since β < 1, we arrive by solving the resulting inequality at the relation

β2app − 1
β2app + 1

< cos θ < 1. (4)

When βapp > 1, the lower limit of the above inequality gets close to 1, and
therefore the angle θ can take only small values.

The maximum value which βapp can achieve is obtained for cos θ = β and in
that case

βmaxapp =
β√

1 − β2
(5)

2 Γ = 1/
√
(1− v2/c2) – the eds.
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which means that, under optimal conditions, superluminal motion can be pro-
duced with velocities as low as .7c.

3 Doppler Boosting

Another consequence of relativistic kinematics is the phenomenon of Doppler
boosting. We assume, as before, that the source of radiating particles is mov-
ing with velocity υ = βc and is making an angle θ to our line of sight. The
question one would like to ask is how the various observationally inferred source
parameters are related to the ones intrinsic to the source. [19] have described the
phenomenon in the case of different relativistic jet models. Here we will adopt a
different method as discussed in [26].

We start with the definition of the flux Sν =
∫
IνdΩ and we assume that the

source has a thickness s, is optically thin and at a distance D from us. Then by
using the relations dΩ = dA/D2, Iν = jνs, dV = dA.s we rewrite the flux as

Sν =
∫

jνdV/D
2. (6)

Therefore we need to know how the emission coefficient in the observer’s frame
jν is related to j′

ν′ (′ denotes the rest frame of the flow). For this we use the
definition of the emission coefficient

jν = n
dW

dtdΩdν
(7)

where n is the density of emitters and we will transform each of these quantities.
To do this we define the Doppler factor

δ = Γ−1(1 − β cos θ)−1 (8)

where Γ is the bulk Lorentz factor of the flow and we have for each of the
quantities in (7):

• Frequency dν′ = δ−1dν (Doppler formula)
• Energy dW ′ = δ−1dW
• Time dt′ = Γ−1dt
• Density of emitters n′ = Γ−1n
• Solid angle dΩ′ = δ2dΩ

(because dΩ′
dΩ = d cos θ′

d cos θ
dφ′

dφ and cos θ′ = cos θ−β
1−β cos θ )

Putting all the above relations in (7) we get

j′
ν′ = δ−2jν . (9)

With the help of the above relation, Eqn (6) becomes

Sν(ν) = δ3
∫

j′
ν′(ν′)dV ′/D2. (10)
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In the case where the emission coefficient in the rest frame of the flow is a
power-law, i.e. j′

ν′ ∝ (ν′)−α we get

Sν(ν) = δ3+α
∫

j′
ν′(ν)dV ′/D2 (11)

and if the emitting source is spherical an integration over volume and over fre-
quency gives that the observed luminosity is related to the intrinsic luminosity
by the relation

L = δ4L′ (12)

which makes it a sharp function of the Doppler factor.
The Doppler factor itself is a very sensitive function of the angle θ. Thus

depending on the possible values of this parameter one can show from (8):

• For θ < Γ−1 → δ � Γ (13)
• For 1 < θ → δ � Γ−1 (14)

A combination of the relations above with Eqn (12) leads us to the conclusion
that relativistically moving sources are boosted when moving towards the ob-
server who deduces a luminosity that can be many orders of magnitude higher
that the intrinsic luminosity of the source. Similarly, when the source is moving
at large angles to the observer it appears much weaker than it really is.

Extra evidence for Doppler boosting (and therefore relativistic outflows) is
provided by the γ−ray observations of blazars and Gamma Ray Bursts (GRBs).
In the next section we present the relevant evidence, after introducing briefly
the process of photon-photon pair production.

4 Photon-Photon Pair Production

This is the process where two photons collide and they produce an electron-
positron pair. It has a threshold as the energy of the photos in the center-of-
momentum frame should be at least equal to the rest mass of the produced
particles, thus the condition

ε2 ≥ 2(mec
2)2

ε1(1 − cos θ)
(15)

should be satisfied. Here ε1 and ε2 are the energies of the two photons while
θ is the angle of collision. Thus, for example, X−ray photons of energy ε1 �
1 keV can absorb γ−ray photons of energy ε2 ≥ 300 MeV, 10 keV photons
can absorb 30 MeV photons and so on. However this is not only a question of
energy threshold, but of opacity as well. Since both blazars and GRBs show high
luminosity emission both in the X− and in the γ−ray regime, the question of
photon-photon opacity becomes central in understanding the properties of these
sources.



Radiative Processes in Relativistic Outflows 5

0 10 20 30 40 50
0

0.05

0.1

0.15

0.2

0.25

Fig. 1. The cross section of the process γγ → e+e− (in units of the Thomson cross
section σT ) as a function of ε′ = ε1ε2(1− cosφ) – the energies are in units of mec

2.

Indeed the optical depth for a photon of energy ε2 to cross a region of ‘radius’
R filled with photons of energy ε1 and differential number density n(ε1) is given
by (see [9])

τγγ(ε2) =
R

4π

∫
dε1n(ε1)

∫
dΩ(1 − cos θ)σγγ(ε′) (16)

where ε′ = (ε1ε2/m2
ec

4)(1−cos θ) and σγγ is the photon-photon pair production.
This is given in Fig. 1 in units of the Thomson cross section σT = 8πr20/3 =
6.65 × 10−25 cm2. In the case of an isotropically emitting, optically thin source
the photon number density can be deduced from the luminosity according to the
relation

L = 4πR2c

∫
dε εn(ε). (17)

Furthermore we can construct the so-called ‘compactness’ of the source [10]

l =
LσT

4πRmec3
(18)

where σT is the Thomson cross-section. As this parameter is related to observable
quantities it can be immediately estimated. Thus using R � c.∆t, where ∆t is a
typical variation timescale of the source, we have

• AGN: L = 1048 erg/sec, ∆t = 1 day ⇒ l � 103

• GRB: L = 1052 erg/sec, ∆t = 1 sec ⇒ l � 1012

Assuming that the photon number density is characterized by a power law of
the form n(ε) = n0ε

−s for εmin ≤ ε ≤ εmax and further assuming a δ−function
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approximation to the photon-photon pair production (choice that is partly jus-
tified from the functional form of σγγ , c.f. Fig 1), we obtain from Eqn (16) (after
replacing ε2 with Eγ)

τγγ(Eγ) � 1
4
η(εmin, εmax, s)

(
Eγ
mec2

)s−1

l (19)

where

(2 − s)/(ε2−s
max − ε2−s

min) s �= 2 (20a)
η =

[ln(εmax/εmin)]
−1

s = 2 (20b)

Using the above derived values for l and taking a ‘canonical’ spectral slope
s = 2 (which implies η � .1, a value which is rather insensitive to the limits
εmin, εmax) we get from (19)

• AGN: Eγ= 10 GeV → τγγ ≈ 104

• GRB: Eγ= 10 MeV → τγγ ≈ 1012

which clearly states that no γ−rays should have been observed were the photon
emission isotropic.

However, if the emission is not isotropic but beamed instead, then the above
values are largely relaxed. Indeed in the case where the source is moving rela-
tivistically with Doppler factor δ, then the following facts influence directly our
calculations of the optical depth:

• The source appears more luminous than what it really is: Lobs = δ4Lint
• The source appears more compact: ∆tobs = δ−1∆tint
• The observed photons appear more energetic: Eγ,obs = δEγ,int

With the above in mind we can write (denoting now by ‘obs’ and ‘int’ the
quantities in the observer’s and the source’s frame respectively):

lobs ∝ Lobs
∆tobs

=
δ4Lint
δ−1∆tint

∝ δ5lint (21)

and consequently the optical depth becomes (for s = 2)

τγγ,obs ∝ lobsEγ,obs = (δ5lint).(δEγ,int) ∝ δ6τγγ,int (22)

For γ−rays to escape the source we need

τγγ,int =
τγγ,obs
δ6

< 1. (23)

Thus these simplified calulations imply at once that for AGN δ > 5 while for
GRB δ > 100. Of course one can do more sophisticated calculations, however the
above results will not change much. Therefore the above arguments give indirect
but strong evidence that in both blazars and GRBs the emission comes from
relativistically moving matter.



Radiative Processes in Relativistic Outflows 7

5 Synchrotron Radiation

When relativistic electrons spiral along magnetic field lines they accelerate and
thus radiate. This process is called synchroton radiation and has been treated
in many texts - see, for example [7], [3], [26]. The electrons gyrate about the
magnetic field direction with the so called relativistic gyrofrequency:

νg =
eB

γmec
, (24)

where γ is the Lorentz factor of the electrons and B the magnetic field strength.
The emission is broad-band and consists of overtones of νg with a peak close

to the so-called critical frequency

νc =
3γ2eB sin a

4πmec
(25)

where a is the pitch angle– i.e. the constant angle between the electron velocity
and the magnetic field direction . This happens because the emission lies in a cone
of angle ∼ γ−1 and, at the same time, the observed pulse width is compressed
over the rest frame one by the factor 1− υ

c � γ−2. Combining the above results
and using the fundamental relation that the maximum frequency of the spectrum
is related to the pulse width by ω ∼ 1/∆t one can obtain relation (25).

Much more detailed calculations (see [13]) show that the spectrum radiated
from an electron is given by

js(ν) =
√
3e3Bsina
mec2

F

(
ν

νc

)
(26)

where the function F (x) is defined by F (x) = x
∫ ∞
x

K5/3(y)dy with K5/3 the
modified Bessel function of order 5/3. This function has the asymptotic forms

For x � 1 : F (x) � 4π
31/221/3Γ (1/3)

x1/3 (27)

For x � 1 : F (x) �
(π
2

)1/2
e−xx1/2 (28)

while it peaks for x � 0.3.
The power radiated by the synchrotron process can be derived in a straight-

forward fashion using Larmor’s formula and is given (after averaging over pitch
angles) by

Psyn = −
(
dEe
dt

)
syn

=
4
3
σT cβ

2γ2UB � 4
3
σT cγ

2UB (29)

where UB = B2/8π is the magnetic energy density. From the above relation one
can deduce that the energy loss timescale for the radiating electrons is

τsyn =
Ee

dEe/dt
∝ γ−1B−2, (30)
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Fig. 2. Single electron emissivity as a function of the parameter x = ν/νc where νc is
the critical synchrotron frequency.

which states that higher energy electrons lose energy faster. This will become
particularly useful in a next section when we study the time-dependence of
synchrotron radiation.

In the astrophysically interesting case where the electrons have a power law
distribution , then one can convolve the single electron emissivity over the elec-
tron distribution to get the resulting photon spectrum. Fig. 3 shows schemati-
cally how this works. Electrons with higher energies will create higher energy3

synchrotron specta which due to Eqn (25) will be spread by a factor of two in
logarithm over the corresponding electrons. Furthermore these spectra have to
be convolved with the electron power-law, so finally the photon spectrum will be
a power law formed by the common envelope of the single electron emissivities.
Despite the fact that exact calculations [7] show that the radiated photons have
a spectral index of (p − 1)/2 where p is the electron index, it is better for the
purposes of the present review to show this result in a more approximate way.

Therefore one can follow [11] and assume that the electron is emitting all of
its radiation at some characteristic energy ε0 and approximate the single electron
emissivity with a δ−function, i.e.

js = Aε0δ(ε− ε0) (31)

where the normalization constant A is taken in such a way as to ensure that the
total emitted power is given by Eqn (29). Usually ε0 is taken to be equal to the
critical synchrotron energy εc–see relation (25). However, sometimes it is more

3 From now on photon energies rather than photon frequencies will be used
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Fig. 3. Schematic representation of the formation of a power-law synchrotron photon
spectrum from a power-law electron distibution. Here the emissivity j(ε) is multiplied
by the photon energy ε and this quantity, when plotted against ε, shows where most
of the radiated power is going to.

convenient to assume that
ε0

mec2
= bγ2 (32)

where b = B/Bc and Bc = m2
ec

3/(eh̄) is the critical magnetic field, an approach
that we will adopt here – for more on this see [21].

Assume next that the electron distribution function is of the form Ne(γ) =
Keγ

−p and that this holds for γmin ≤ γ ≤ γmax. Then the emissivity due to
these electrons will be

j(ε) =
∫ γmax

γmin

dγjs(ε, γ)Ne(γ) =
∫ γmax

γmin

dγAε0δ(ε− ε0)Keγ
−p (33)

and performing the integral we find with the help of relation (32)

j(ε) ∝ ε−
(p−1)

2 (34)

which holds for εmin ≡ εc(γmin) < ε < εmax ≡ εc(γmax) in qualitative agreement
with the exact calculations.

The final aspect of synchrotron radiation to be mentioned briefly here is that
of synchrotron self absorption. This occurs when the electrons become opaque to
their own radiation and it has important consequences for the photon spectral
shape. Defining the frequency-dependent brightness temperature

TB =
c2Iν
2kBν2

(35)
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where Iν is the specific intensity and kB is Boltzmann’s constant and the kinetic
temperature of the electrons from the relation

3kBTe = γmec
2, (36)

we expect that the source will become self-absorbed when TB ≤ Te, i.e. when
the electron temperature is to exceed the temperature of the black body of
intensity Iν , which obviously is not permitted. The spectrum below the self-
absorption frequency is given by j(ν) ∝ ν5/2, independent of the underlying
electron spectrum.

Other, equally important aspects of synchrotron radiation, such as its po-
larization will not be addressed here. However the reader is referred either to
the references given in the beginning of the section or to [2] which is somehow
similar in scope with the present review.

6 Inverse Compton Scattering

This process most probably plays an important role in the formation of the
high energy spectra of many astrophysical sources. It involves the scattering
of ambient, low energy photons to high energies by relativistic electrons and
therefore it serves both as a source of hard photons and as an electron energy
loss mechanism (see [14]).

The total cross section (known as the ‘Klein-Nishina’ cross section) of the
process depends on the quantity

ε′ = γε(1 − β cos θ) (37)

that is the incoming photon energy in the rest frame of the electron (ERF). Here
γ is the Lorentz factor of the electron, ε is the incoming photon energy in the
lab frame and θ is the angle of collision. Then we can write

σKN =
3
4
σT

[
1 + x

x3

(
2x(1 + x)
1 + 2x

− log(1 + 2x)
)
+

1
2x

log(1 + 2x) − 1 + 3x
(1 + 2x)2

]

(38)
where x = ε′/mec

2. Fig. 4 represents a plot of the total cross section as a
function of the incoming photon energy in the ERF. There are two particularly
useful asymptotic expressions to σKN :

• For x � 1 → σics � σT
Thomson regime – classical limit – elastic scattering (ERF)

• For x � 1 → σics � 3
8σTx

−1(ln 2x+ 1
2 )

Klein-Nishina regime – quantum limit – electron recoil is important (ERF)

Thus when the energy of the collision becomes greater than mec
2, the cross

section decreases and this has important consequences for the application of the
process to astrophysical environments.
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Fig. 4. The cross section for Compton scattering (in units of the Thomson cross section
σT ) as a function of the incoming photon energy as measured in the electron rest frame
ε′ = γε(1− β cos θ) – ε′ is in units of mec

2.

The scattered photon distribution function in the lab frame in the case of an
isotropic distribution of target photons with differential number density n(ε) is
given by (see [3])

dN

dtdE1
=

3
4
σTmec

3

γ

n(ε)dε
ε

FICS(ε, γ) (39)

where E1 = ε1/(γmec
2) and the function FICS is given by

FICS(ε, γ) = 2q ln q + (1 + 2q)(1 − q) +
1
2
(Geq)2

1 +Geq
(1 − q) (40)

with Ge = 4εγ/mec
2 and q = E1/Ge(1 − E1). The parameter Ge defines the

scattering regime. For Ge � 1 this is in the Thomson regime, while for Ge � 1
it is in the Klein-Nishina regime. Fig. 5 depicts the quantity FICS as a function
of the normalized scattered energy E∗

1 = E1(1 + Ge)/Ge for various values of
the parameter Ge. As Ge increases, FICS tends to peak at higher values which
means that the scattered photons tend to gain increasingly higher fraction of
the electron energy. We will return later to this point, after we examined the
opposite case, i.e. collisions in the classical (or Thomson) limit.

6.1 Thomson Scattering

First we derive, using simple arguments, the maximum energy the scattered
photon can achieve. For given incoming photon and electron energies, the photon
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Fig. 5. Plot of the scattered photon distribution function F as a function of the nor-
malized scattered photon energy E∗

1 for various values of the parameter Ge. Here Ge

takes the values 0, 1, 10 and 100 (from bottom to top).

energy ε′ as measured in the electron rest frame becomes maximum for head-
on collisions (θ = π). In that case ε′max � 2γε. As it is known from Compton
scattering the energy of the scattered photon (in the electron rest frame) is given
by

ε′1 =
ε′

1 + (ε′/mec2)(1 − cos θ′
1)

(41)

where θ′
1 is the scattering angle (the angle between the photon direction before

and after the scattering). Since we have assumed that the scattering occurs in
the Thomson regime we have ε′ � mec

2 and relation (41) gives ε′1 � ε′, i.e. the
scattering is elastic (in the ERF). If we transform back to the lab frame and use
the above relation we obtain

ε1 = γε′1[1 + β cos(π − θ′
1)] � γε′(1 − cos θ′

1) (42)

which becomes maximum (for given ε′) when θ′
1 = π, so ε1 � 2γε′. Thus the

maximum value the scattered photon energy ε1 can take is when ε′ itself becomes
maximum, so finally we get

ε1,max � 4γ2ε (43)

which is the result we have been seeking.
Using the above result and the condition Ge � 1 one can slightly simplify

Eqn (40) to
dN

dtdε1
=

3
16

σT c

γ4
n(ε)dε
ε2

f(ε1; ε, γ) (44)
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where

f(ε1; ε, γ) = 2ε1 log
ε1

4γ2ε
+ ε14γ2ε− ε21

2γ2ε
. (45)

An interesting corollary of the above relation is that the average energy of
the scattered photon is

< ε1 >=
4
3
γ2ε (46)

Indeed, normalizing ε1 to ε̂1 = ε1/4γ2ε and calculating the moments of the
function f one gets ∫

f(ε̂1)dε̂1 =
1
3

(47)

and ∫
f(ε̂1)ε̂1dε̂1 =

1
9

(48)

from which relation (46) immediately is derived.
The electron energy losses in the Thomson regime can also be derived in a

straightforward manner. Thus from the general definition

−
(
dEe
dt

)
ics

=
∫

dε1(ε1 − ε)
dN

dtdε1
(49)

one can derive, by assuming ε1 >> ε, using relations (44), (45) and (48) and
performing the integration over ε

Pics = −
(
dEe
dt

)
T

=
4
3
σT cβ

2γ2Uph (50)

where Uph =
∫
dεεn(ε) is the target photon energy density.

Relations (29) and (50) show that there is a close analogy between syn-
chrotron radiation and inverse Compton scattering in the Thomson regime. In-
deed both mechanisms cause electron losses that depend on the square of elec-
tron energy and therefore are more important loss mechanisms for high energy
electrons than, say, bremsstrahlung which depends linearly on the electron en-
ergy. Furthermore, both mechanisms depend on the energy densities of either
the magnetic field or the target photon field. Therefore in the case where both
mechanisms operate on the same relativistic electrons we find that their relative
importance is simply the ratio of the two energy densities, i.e.

Psyn
Pics

=
UB
Uph

. (51)

The analogy between the two mechanisms does not stop there. Comparing re-
lations (32) and (46) we deduce that both mechanisms produce photons that
depend on the square of the electron energy. Having in mind that in astrophysi-
cal sources usually b = B/Bcrit � ε/mec

2 one can understand the reason inverse
Compton scattering is assumed to produce much more energetic photons than
synchrotron radiation.
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Finally we note that in the case where the electrons are characterized by a
power-law distribution function of the form N(γ) ∝ γ−p the scattered photon
spectrum is also a power law of spectral index a = (p − 1)/2. The arguments
leading to this conclusion are completely analogous to the ones given in the
previous section for the case of power-law spectra due to synchrotron radiation.

6.2 Klein-Nishina Limit

As we have already mentioned in this limit the relation ε′ � mec
2 holds and the

scattering in the electron rest frame is no longer elastic but the electron gets a
large recoil. Following essentially the same steps as we did for the case of the
Thomson limit one can show that the maximum energy photons can achieve,
as measured in the lab frame, is of order of γmec

2, therefore electrons tend to
lose most of their energy in one collision, i.e. losses are catastrophic and this,
by itself, is a major difference between scattering in the two regimes. However,
when one is interested in the electron energy losses, this effect is compensated
by the fact that the collision rate is greatly suppressed due to the cross section
decrease. Thus starting from the relation

−
(
dE

dt

)
KN

= (Scattering rate) × (Average energy transfer/scattering)

=
∫

[dεn(ε)σKN (γε)c] (γmec
2) (52)

we can write to first approximation

PKN = −
(
dE

dt

)
KN

� 3
8
σTm

2
ec

5
∫

dε
n(ε)
ε

[
log

2γε
mec2

+
1
2

]
(53)

More exact expressions can only be derived in a numerical fashion and involve
calculation of the integral in relation (49). The final result is not very differ-
ent from the qualitative one obtained above and indicates that inverse Compton
scattering becomes less efficient at higher energies. Fig. 6 shows the impact of the
Klein-Nishina effect on the electron energy losses. Here an isotropic monochro-
matic target photon field has been assumed and the losses are calculated as a
function of the electron energy. As long as the scattering is in the Thomson
regime the losses have the expected γ2 dependence. However, as the electron en-
ergy increases and scatterings start predominantly occuring in the Klein-Nishina
regime, there is a marked steepening of the losses which, at the extreme Klein-
Nishina regime, have only a logarithmic dependence on the electron energy.

An immediate result of the above is that the scattered photon spectrum
produced from a power-law electron distribution will be steeper than if the scat-
terings were taking place in the Thomson regime. Indeed in this case one can
show that the photon spectrum will be ∝ ε−p1 , where p is the electron index.
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Fig. 6. Inverse Compton losses for monoenergetic electrons as a function of the Lorentz
electron factor for an isotropic monoenergetic soft photon field of characteristic energy
of 10−3mec

2.

7 Synchro Self-Compton Radiation

When inverse Compton scattering is applied to specific astrophysical objects the
question of the origin of the target photons becomes a central one. These could
come, for instance, from sources independent of the radiating electrons, such
as accretion disks, emission line clouds, etc – these are the so-called external
photon models. However, another possibility is that the target photons could
be produced by the electrons themselves. A mechanism that can produce the
required soft photons is synchrotron emission and in this case the process is called
synchro self-Compton (SSC) radiation. The process was originally proposed to
explain X-ray emission from Active Galactic Nuclei [15] and was revisited to
explain the γ−ray emission from blazars.

There are a few features which distinguish SSC emission from external in-
verse Compton scattering. Perhaps the best known one is that as the synchrotron
emissivity depends linearly on the electron distribution function, the SSC emis-
sivity will depend, on the one hand, on the same electron distribution function
and, on the other, on the synchrotron emissivity. Therefore in steady state and
assuming that all scatterings occur in the Thomson regime, any change in the
normalization of the electrons will cause linear changes in the synchrotron com-
ponent and quadratic in the SSC component as is depicted in Fig. 7.

Also the limits of the photon distribution can be found in a straightforward
manner. Thus since, according to Section 5, the synchrotron component is emit-
ted between εs,min � bγ2min and εs,max � bγ2max, the SSC component will extend
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Fig. 7. Steady-state synchrotron and SSC emission produced from a power law electron
distribution function for different normalizations of the electrons. As this changes, it
produces linear changes to the synchrotron component (left ‘hump’) and quadratic
changes to the SSC component (right ‘hump’).

between εssc,min � εs,minγ
2
min � bγ4min and εssc,max � εs,maxγ

2
max � bγ4max,

therefore it will be twice more spread, in logarithmic scale, than the synchrotron
component. However the two components are expected to have the same slope
as Thomson-limit ICS spectra have the same slope as the synchrotron spectra
when coming from the same electron population (see previous section).

Complications in this simple picture are introduced from the fact that in
many cases collisions between the high energy tail of the synchrotron emission
and the high end of electron distribution are in the Klein-Nishina regime. In this
case simple estimates are difficult and numerical calculations become necessary.

8 Continuity Equation

In the previous sections we showed that the emitted synchrotron and inverse
Compton spectra depend on the underlying electron spectrum. On the other
hand, both processes act as energy loss mechanisms on the relativistic electrons
and therefore they play an important role in the formation of the electron dis-
tribution function. The fact that high energy electrons lose their energies faster
than the lower energy ones (see Eqn 30) leads naturally to the problem of particle
evolution and aging within the sources. This becomes all the more relevant from
observations of miniquasars, AGNs and GRBs that show intense flux variations,
implying that a steady-state power law of electrons cannot treat the problem
self-consistently.
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A related problem arises from the realization that different energy loss mech-
anisms could operate on the same particles. These will leave, in general, different
signatures on the particle distribution and therefore on the radiated photon spec-
tra. For example, if high energy electrons are injected in some volume which is
expanding, then one has to consider adiabatic losses in addition to synchrotron
and inverse Compton scattering losses. If, furthermore, the number density of
ambient electrons and protons is high, then bremsstrahlung losses might play an
important role and so on. Therefore to calculate the distribution function of the
electrons one has to carefully identify, as a first step, the possible energy loss
mechanisms acting on them. In addition the question of the high energy electron
sources has to be addressed. This question is much more difficult to answer and
it invites a close examination of the acceleration mechanisms (see Gallant, these
Proceedings).

Therefore, a simple way to model the emission from time variable syn-
chrotron/inverse Compton sources is to first calculate the electron distribution
function. To do so one has to solve the so-called continuity equation which fol-
lows the evolution of particles in the source by including, as mentioned above,
basically particle energy loss mechanisms and particle injection (or acceleration)
terms. Historically this type of equation has been used to describe the evolution
of cosmic rays as they diffuse in the Galaxy (see, for example, [7]). In our case
the prescription is slightly different as the particles are assumed to be injected
uniformly within some spherical source of radius R. Then the continuity equation
can be written in a most general form as

∂ne(γ, t)
∂t

= Qe + Le (54)

where Qe represent the rates of the sources of relativistic electrons, while Le
represent the rates of various energy (and particle) loss mechanisms. One can
complicate this equation according to need (or taste) by including various rele-
vant processes. For example, as sources of high energy electrons one could use,
apart from the already mentioned acceleration, electron-positron pair injection
either from photon-photon pair production or from hadron-photon interactions.
On the other hand, as electron energy or particle loss mechanisms one could use
synchrotron and inverse Compton scattering in the former and electron escape
or electron-positron annihilation in the latter case.

The equation above should be complemented with a corresponding kinetic
equation for photons

∂nγ(ε, t)
∂t

+
nγ(ε, t)
tesc

= Qγ + Lγ (55)

where, in complete analogy to the previous equation, Qγ denote the rates of the
photon sources (for example, synchrotron and inverse Compton emissivities),
while Lγ are the rates for photon sinks (for example, photon-photon pair pro-
duction). The second term on the left hand side of (55) introduces the escape
time from the source which is set equal to R/c implying that the radius of the
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source R is a free boundary– this is a necessary simplification to the radiation
transfer problem.

Eqns (54) and (55) are coupled and, according to the processes chosen, they
can be non-linear. There are many versions of such type of equations in the
astrophysical literature, mostly developed for the description of optically thick
electron-positron pair plasmas, either in steady state (see, e.g. [18]) or time-
dependent [5]. Many examples of the time evolution of the electrons for various
types of losses and source terms are given in [16]. To keep a continuity with the
previous sections we will present first an example of how Eqns (54) and (55) can
be solved in the case of electron power law injection and synchrotron cooling in
an approach borrowed from [16] – and revisited in [21].

We assume therefore that at a time t = 0 a power law of electrons between
two limiting values γmin and γmax is uniformly injected within some spherical
source of radius R. Since (again by assumption) synchrotron is the dominant
loss mechanism operating on the electrons we can write from equation (54)

∂ne
dt

+
4
3
σT c

(
UB
mec2

)
∂

∂γ

(
γ2ne

)
= Q0γ

−s (56)

where Q0 is the rate with which particles are injected into the source. The second
term on the left hand side of (56) is the synchrotron loss term. Using as time unit
the source crossing time tc = R/c and introducing the ‘magnetic compactness’

lb = σTR

(
UB
mec2

)
(57)
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Fig. 8. Snapshots of the electron distribution function for constant amplitude power-
law electron injection and synchrotron cooling. The slope of injected electrons was
taken to be s = 2. The system evolves from bottom to top.
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we can rewrite equation (56)

∂ne
dt

+
4
3
lB

∂

∂γ

(
γ2ne

)
= Q̂0γ

−s (58)

where Q̂0 = Q0R/c and the time t is measured in units of R/c.
The above equation can be solved analytically (see [16]) and then the radiated

spectrum can be obtained by folding the electron distribution with the single
particle synchrotron emissivity, as was shown in Section 5. In Figs. 8 and 9 we
show respectively the evolution of the electron distribution and of the photon
spectrum for various instances after electrons start getting injected and radiating
in the source. From the characteristic equation one can calculate the break energy

γbr(t) = γmax/(1 + 4γmaxlBt/3) (59)

which denotes the energy above which the distribution had had time to cool.
Indeed for γbr < γ < γmax the electron distribution is given by

ne(γ, t) =
3Q̂0

4lB(s− 1)γ2
[
γ−(s−1) − γ−(s−1)

max

]
(60)

which for γ � γmax gives ne ∝ γ−(s+1), i.e. the spectrum has steepened by in
comparison to the injected one. On the other hand, for γ < γbr the electron
spectrum had no time to cool and it is given by

ne(γ, t) =
3Q̂0γ

−s

4lB(s− 1)

[
γ−1 − γ−1(1 − 4

3
lBγt)s−1

]
. (61)
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Fig. 9. The synchrotron photon spectra corresponding to the electron distribution
snapshots of the previous figure.
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which for 4lBγt/3 � 1 gives ne � Q̂0tγ
−s, i.e. the index is the same as the one

at injection, while the number of electrons at the particular energies increases
linearly with time. These traits are evident in Fig. 8 which shows snapshots
of the distribution function at times t1, t2, ..., t6 such that γmax = 10γbr(t1) =
102γbr(t2) and so on. Only the last time t6 was chosen as to allow the distribution
to reach a steady state.

Fig. 9 shows the corresponding photon spectra. The break at low energies
is due to synchrotron self absorption and can be obtained by introducing a
suitable absorption rate at Eqn (55). The spectrum below that break, which
we will assume that occurs at an energy εssa, has a flat spectral index of 5/2
irrespective of the slope of the electron distribution. At higher energies there is
a second spectral break at some energy εbr which corresponds to the electron
break at γbr and is related with it through the relation εbr = bγ2br. We note that
since γbr has a time dependence (c.f. Eqn 59), we expect εbr to be dependent
also on time and this is clearly seen in Fig. 9. According to synchrotron theory
(see Section 5) the spectral index a of the photons is related to the particle index
p by a = (p − 1)/2. Then from Eqn (61) we get that a = (s − 1)/2 for energies
less than εbr, while Eqn (60) gives a = s/2 for energies larger than εbr, i.e. the
photon spectrum steepens by 1/2, which is one of the characteristic features of
synchrotron radiation4. Therefore we can summarise the above results as follows:

For ε � εssa → a = 5/2
For εssa � ε � εbr → a = (s− 1)/2
For εbr � ε � εmax → a = s/2

As another example we show the opposite case, i.e. electrons stop being
injected into a source after some time t0. Fig. 10 shows the photon spectrum
evolution for times t > t0 with time increasing as the spectra evolve from high
to low energies (right to left). As in the previous example the times at which
these snapshots were taken are equally spaced in logarithm. It is seen that as
time increases first the higher energy and then the lower photons start getting
depleted. This is because high energy electrons cool faster, so they will be the
first to lose their energies and as there is no replenishment of fresh electrons the
photon emission around the critical frequency of these electrons will drop. At
later times even less energetic electrons will have time to cool and so on.

The final example (Fig. 11) shows a fully materialized application of the ki-
netic equation approach to model the flaring activity of the TeV blazars [22].
Electrons are continuously injected into and cool in a blob moving with a Doppler
factor δ. The equations are solved in the rest frame of the blob and the results are
then transformed to the observer’s frame as explained in section 3. The processes
include, apart from the already mentioned electron injection, synchrotron radi-
ation, inverse Compton scattering in both Thomson and Klein Nishina regimes
and electron escape. Other processes like photon-photon pair production or
4 Obviously the same results are obtained for inverse Compton scattering assuming
that all interactions are in the Thomson regime
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Fig. 10. Snapshots of synchrotron photon spectra resulting after electrons stop be-
ing injected. The photons are depleted progressively from high to low energies, which
reflects the corresponding electron cooling.
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Fig. 11. A fit to a X-ray/TeV γ−ray flare of Mkn501. Injected electrons are assumed
to increase impulsively their maximum energy and this produces a short (timescale of
hours) flare - dashed lines, until the new steady state is reached - dotted line.

bremsstrahlung turn out to be marginal (for the chosen parameters) and can
safely be neglected. In these models radio to X-rays are produced from syn-
chrotron radiation of one population of electrons, while low energy (MeV) to
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very high energies (TeV) are produced from the synchro self-Compton mech-
anism. Flares can be generated by changing one (or more) parameter of the
injected electrons and then followed in a time dependent fashion by using equa-
tions (54) and (55). Such a flare is shown in Figure (11) where the maximum
cutoff of the electron distribution has been increased impulsively. This change
produces a flaring activity at the high energy cutoff of the photon distribution,
i.e. in the X and TeV regime, and is a way of explaining the recent blazar multi-
wavelength obervations – [12], [22], [20], [17]. Similar methods have been applied
to GRBs – [6], [24].

9 Coda

In the previous sections we gave short reviews of some key phenomena and pro-
cesses that are related with objects showing relativistic outflows. The physical
processes described above assume that relativistic electrons are responsible for
the observed non-thermal radiation from sources such as blazars and GRBs.
However, it is not clear at this stage whether this is the whole story or whether
there is, as well, a relativistic hadronic component present in these sources. This
latter possibility introduces a new dimension both to the theoretical and to the
observational aspects of these objects. In modeling one has to take into account
processes such as proton-proton and proton-photon interactions. These act both
as proton energy loss and as injection mechanisms for secondary products. The
secondaries include very high energy γ−rays, electron-positron pairs, neutrons
and neutrinos5. If we would have chosen the kinetic equation approach to de-
scribe the system (see Section 8) we should have added an extra equation, i.e.
the one for protons, in addition to the ones for electrons and photons. To do
so suitable expressions for the various proton rates had to be chosen (see [1])
and in order to follow the evolution of the system we would have to solve the
three resulting coupled partial differential equations (for examples see [21]). On
the other hand, the (necessary) approximations introduced with the use of the
various production rates (exclusive use of the ∆ resonance for the cross section
calculation, multiplicities, etc) can be alleviated with the use of Monte-Carlo
codes such as the recently built SOPHIA (see, for example, [23]) which, how-
ever, still requires a full implementation to astrophysical sources. Concluding we
should stress that the possibility of the presence of relativistic hadrons in astro-
physical sources like AGNs and GRBs remains an open and exciting one with
far-fetching consequences for Cosmic Ray Physics and Neutrino Astronomy.

Acknowledgments: I would like to thank the Organizing Committee for or-
ganizing a very successful, enjoyable and well planned down to the last detail
Conference.
5 Especially neutrino emission is a unique feature of the hadronic models and maybe
it is the only way to prove (or disprove) the existence of relativistic hadrons in AGNs
and GRBs
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Particle Acceleration at Relativistic Shocks
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Abstract. I review the current status of Fermi acceleration theory at relativistic
shocks. I first discuss the relativistic shock jump conditions, then describe the non-
relativistic Fermi mechanism and the differences introduced by relativistic flows. I
present numerical calculations of the accelerated particle spectrum, and examine the
maximum energy attainable by this process. I briefly consider the minimum energy for
Fermi acceleration, and a possible electron pre-acceleration mechanism.

1 Introduction and Motivation

A ubiquitous feature of astrophysical objects involving relativistic flows, such
as active galactic nuclei (AGNs), gamma-ray bursts (GRBs) and Crab-like su-
pernova remnants (SNRs), is the presence of nonthermal, power-law emission
spectra (i.e. with flux density Fν ∝ ν−α, where ν is the frequency and α the
spectral index), in particular in the radio and hard X-ray or gamma-ray domains.
This emission is believed to be produced by accelerated particles having a corre-
sponding power-law energy spectrum; more specifically, in most of these objects
the emission is thought to be from accelerated electrons radiating via the syn-
chrotron or inverse Compton mechanisms (see Mastichiadis, this volume). The
aim of the present review will be to discuss the probable mechanism of this
acceleration and the spectra that may be expected theoretically.

The most widely invoked mechanism for the acceleration of particles to
power-law spectra in non-relativistic contexts, such as SNR blast waves or in-
terplanetary shocks, is Fermi acceleration. It seems likely that shocks are re-
sponsible for particle acceleration in relativistic flows as well, and this is indeed
explicitly assumed in models of GRBs and Crab-like SNRs. It is then natural
to consider how the Fermi mechanism could operate at relativistic shocks, and
what the resulting spectrum would be. The focus of this contribution will thus
be the relativistic version of Fermi shock acceleration.

This review is organised as follows: in Sect. 2, I discuss the shock jump
conditions at relativistic shocks, emphasising the aspects relevant to particle ac-
celeration; this section is intended to be self-contained. In Sect. 3, I describe the
Fermi acceleration mechanism in detail, first reviewing its main features in the
context of non-relativistic shocks, and then presenting the resulting spectrum for
ultra-relativistic and more moderately relativistic shocks. In Sect. 4, I examine
the acceleration time scale and the maximum energy attainable by this mech-
anism, and consider the minimum energy for Fermi acceleration of electrons in
an electron–ion shock, and a possible pre-acceleration mechanism.

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 24–40, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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2 Relativistic Shocks

The properties of shocks most important for Fermi-type particle acceleration
are the velocities of the shock relative to the upstream and downstream frames.
These are obtained through the shock jump conditions.

2.1 Relativistic Shock Jump Conditions

The shock jump conditions are derived from the laws of conservation of particle
number, energy, and momentum. For relativistic fluids, these are, in order:

Γ1β1n1 = Γ2β2n2 , (1)
Γ 2

1 β1(ε1 + p1) = Γ 2
2 β2(ε2 + p2) , (2)

Γ 2
1 β

2
1(ε1 + p1) + p1 = Γ 2

2 β
2
2(ε2 + p2) + p2 , (3)

where subscripts 1 and 2 respectively refer to the upstream and downstream
regions, n, ε and p are the fluid number density, energy density and pressure,
all measured in the local fluid rest frame, β is the fluid velocity in units of the
speed of light c, and Γ the corresponding Lorentz factor. The fluid velocities are
measured in the shock frame, where the shock is stationary and both velocity
vectors lie along the shock normal. Equivalently, β1 and β2 may be viewed as
the shock velocity with respect to the upstream and downstream fluids.

For simplicity, I restrict my attention in this review to unmagnetised shocks.
The shock jump conditions for relativistic magneto-hydrodynamics (MHD) were
reviewed by Kirk and Duffy [20]. They can yield shock jump conditions which
differ significantly from those derived here when the magnetisation parameter,

σ ≡ B2
1

4π(ε1 + p1)
, (4)

where B is the magnetic field measured in the local fluid rest frame, is not
negligibly smaller than unity [19,21].

2.2 Ultra-relativistic Shocks

Much of the discussion of particle acceleration below will be specialised to ultra-
relativistic shocks, i.e. those in which the shock Lorentz factor Γsh ≡ Γ1 � 1, and
β1 ≈ 1. In that case the pressure term p1 may be neglected in (3) relative to the
first term. The particles downstream of such a shock must be heated to highly
relativistic temperatures; assuming they obey the ultra-relativistic gas equation
of state, ε2 = 3p2, one may then solve (2) and (3) to obtain the ultra-relativistic
shock jump conditions, yielding the downstream velocity

β2 ≈ 1
3
. (5)
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Also of interest is the relative velocity βrel of the upstream and downstream
fluids. Using the relativistic velocity addition formula,

βrel =
β1 − β2

1 − β1β2
, (6)

the associated Lorentz factor in the ultra-relativistic limit is Γrel ≈ Γsh/
√

2.
It should be noted that these shock jump conditions are independent of the
upstream equation of state, and depend only on the downstream gas being
ultra-relativistically hot. It will be seen below that particle acceleration in the
ultra-relativistic shock regime thus mirrors some of the simplicity of the non-
relativistic, strong shock regime, due to the existence of this single, well-defined
asymptotic value (for weakly magnetised shocks) of the shock velocity ratio.

2.3 Moderately Relativistic Shocks

For more general values of the shock Lorentz factor Γsh, the shock jump condi-
tions depend on the equation of state and the temperature of the upstream gas.
For illustration, the two opposite extremes of an ultra-relativistically hot and a
cold gas upstream will be examined.

Shocks in an Ultra-relativistic Gas

I first assume that the gas upstream of the shock already has a highly relativistic
temperature; this might be the case for an internal shock in a GRB fireball, for
instance, if it propagates in a medium already heated by previous shell collisions
(see e.g. Sari & Galama, this volume). In this case, both the upstream and the
downstream media can be assumed to follow the ultra-relativistic equation of
state, ε = 3p. Equations (2) and (3) are then readily solved to yield the jump
condition for shocks propagating in an ultra-relativistic gas:

β1β2 =
1
3
. (7)

This relation holds for shocks of any strength, provided only that the up-
stream gas is ultra-relativistic. The only requirement for the existence such of a
shock solution is that the upstream flow velocity be larger than the sound speed
in the upstream gas, which is c/

√
3 for an ultra-relativistic gas.

Strong Shocks and the Synge Equation of State

I now consider the case of a strong shock, i.e. one in which the thermal energy
upstream is negligible with respect to the bulk flow kinetic energy, so that one
may neglect the upstream pressure p1 and write ε1 ≈ n1mc

2 in (2) and (3),
where m is the mass of individual gas particles, assumed for simplicity to belong
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to a single species. For the downstream equation of state, I use that of an ideal
gas of arbitrary temperature, as given by Synge [29]:

ε2 + p2 = n2mc
2G

(
mc2

T2

)
. (8)

Here T2 is the downstream gas temperature, and the function G(ξ) is defined in
terms of modified Bessel functions of the first kind, G(ξ) ≡ K3(ξ)/K2(ξ), and
has the asymptotic expansions:

G

(
mc2

T

)
= 1 +

5
2
T

mc2
+ O

(
T

mc2

)2

, T � mc2 , (9)

G

(
mc2

T

)
=

4T
mc2

+
mc2

2T
+ O

(
mc2

T

)3

, T � mc2 . (10)

Using the fact that the gas always obeys the ideal gas law p = nT , it is readily
seen that these two asymptotes correspond to the familiar equations of state for
non-relativistic and ultra-relativistic ideal gases, namely ε = nmc2 + 3p/2 and
ε = 3p, respectively.

With the above assumptions, the shock jump conditions (1–3) may be solved
by first using (1) to rewrite (2) and (3) in terms of the normalised quantities

ε̄2 ≡ ε2
n2mc2

= G(ξ) − 1
ξ
, (11)

p̄2 ≡ p2

n2mc2
=

1
ξ
, (12)

where the reciprocal temperature of the downstream gas has been defined as
ξ ≡ mc2/T2. The two resulting equations may be solved to yield Γ1 and Γ2 in
terms of ξ [20]:

Γ 2
2 =

ε̄22 − 1
ε̄22 − p̄2

2 − 1
, (13)

Γ1 = (ε̄2 + p̄2)Γ2 . (14)

If one prefers to use Γ1 rather than T2 as the independent variable, the analytical
equation (14), substituting the definitions (11–13), may be inverted numerically.
The shock velocity ratio β1/β2 resulting from (13–14) is shown in Fig. 1 as a
function of the upstream four-velocity β1Γ1, along with the corresponding result
for the ultra-relativistic upstream gas case (7).

Electron–Ion Plasmas: The shock jump conditions derived above, based on
the equation of state (8), are strictly speaking only valid for a gas composed of
particles of a single mass m, as would be the case for instance in an electron–
positron plasma. Equation (8) is readily generalised to a gas composed of species
of different masses [20,29], assuming they are in thermal equilibrium. However,
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Fig. 1. The shock velocity ratio as a function of the upstream four-velocity, for the two
extreme cases of a cold gas upstream obeying the Synge equation of state downstream
(solid line), and of an ultra-relativistically hot gas upstream (dashed line).

simulations of relativistic, perpendicular shocks in electron–ion plasmas [18] show
that the species do not in fact achieve thermal equilibrium immediately behind
the shock, but instead have distinct temperatures corresponding to the thermal-
isation of their respective upstream bulk kinetic energy. The strong shock jump
condition illustrated in Fig. 1 then also applies in this case, as I now demonstrate.

As remarked in [20], for a strong shock one may derive from the shock jump
conditions (1–3) the relation

ε2 = Γrelρ2c
2 , (15)

where ρ2 is the total downstream rest mass density, and Γrel the Lorentz factor
corresponding to the relative velocity (6). This equation shows that the down-
stream energy density per unit mass is simply the upstream bulk flow energy of
the particles as seen from the downstream frame. If this relation holds separately
for each species, as is the case initially in the electron–ion shock simulations men-
tioned above, one has for each species, using (11):

G(ξ) − 1
ξ

= Γrel . (16)

Thus although the temperatures of the species will in general be different, their
normalised (reciprocal) temperatures ξ will be the same, and the shock jump
conditions obtained above for a single particle mass will hold in this case also.

Energy exchange between the electrons and the ions does take place down-
stream of the shock in the above-mentioned simulations, but appears to result
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in a power-law tail of the electron energy distribution rather than simple heat-
ing, as discussed further in Sect. 4.4. One could envision shock jump conditions
taking into account this phenomenon in the downstream equation of state; how-
ever, an equally important component of more realistic shock jump conditions
is the energy and momentum carried away by the strong electromagnetic pre-
cursor emitted by the shock front [16]. As neither of these two phenomena can
be predicted quantitatively at present, it seems premature to attempt to obtain
more accurate shock jump conditions for electron–ion plasmas than that shown
in Fig. 1 for a simple Synge equation of state.

3 Fermi Acceleration and the Spectral Index

In this section, I first review the basic ideas of the Fermi acceleration mechanism
in the context of non-relativistic shocks, then discuss in some detail its applica-
tion to the opposite extreme of ultra-relativistic shocks and the spectral index
resulting in that case, before addressing the more involved intermediate case of
moderately relativistic shocks.

3.1 Non-relativistic Shocks

While the essential concepts of the acceleration mechanism that bears his name
date back to Fermi [10], their application to shock acceleration was first proposed
in 1977–78 in four independent papers [2,4,9,23]; of these, I will follow most
closely below the treatment given by Bell [4].

The acceleration scenario is illustrated schematically in Fig. 2: a high-energy
particle, assumed for simplicity to be already relativistic, diffuses through the
medium on either side of the shock by scattering on magnetic irregularities. These
may be, for instance, Alfvén waves self-consistently excited by the diffusing high-
energy particles [5]. Assuming the local Alfvén velocity is much smaller than the
shock velocity, to lowest order the magnetic scattering centres may be considered
at rest with respect to the fluid, so that the scattering events do not change the
particle energy in the local fluid rest frame.

Consider, then, a particle diffusing upstream or downstream while preserving
its energy in the corresponding rest frame. A particle initially having energy
Ei in the upstream medium will eventually cross the shock, its velocity upon
crossing making an angle θ→d with the shock normal (see Fig. 2). Its energy
measured in the downstream frame, E′

i , will then be given by the appropriate
Lorentz transformation, and preserved while the particle is downstream. If it
re-crosses the shock into the upstream medium, this time at an angle θ′

→u, its
final energy upstream, Ef , will be given by the combination of the two Lorentz
transformations:

Ef

Ei
= Γ 2

rel(1 − βrelµ→d)(1 + βrelµ
′
→u) , (17)
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θ u

dθ

E i

βrel E f

upstream

(unshocked)
sh

downstream       (shocked)

β

Fig. 2. Schematic representation of one cycle of shock acceleration: a shock propagates
with velocity βsh into the undisturbed (upstream) medium to the right; the velocity of
the shocked (downstream) medium relative to the upstream one is βrel. A relativistic
particle diffuses through the media on both sides of the shock, crossing and re-crossing
it at incidence angles θ→d and θ→u, with initial and final energies Ei and Ef .

where βrel and Γrel are the relative velocity of the upstream and downstream
media and the corresponding Lorentz factor, and I have introduced the nota-
tion µ for cos θ. Here and in what follows primed and unprimed quantities are
respectively measured in the downstream and upstream rest frames. The only
approximation made in deriving (17) is that that the particle is highly relativis-
tic, so that the rest mass contribution to its energy may be neglected.

For non-relativistic shocks, βrel � 1, the angular distribution of these scat-
tered particles crossing the shock may be approximated as isotropic, so that the
flux-weighted averages of the direction angle cosines, over the relevant ranges
−π/2 ≤ θ→d

<∼ 0 and 0 <∼ θ′
→u ≤ π/2, are respectively 〈µ→d〉 ≈ −2/3 and

〈µ′
→u〉 ≈ 2/3. The average energy gain (17) per shock crossing cycle then re-

duces to 〈
Ef

Ei

〉
≈ 1 + βrel (〈µ′

→u〉 − 〈µ→d〉) ≈ 1 +
4
3
βrel . (18)

Fermi shock acceleration is sometimes referred to as the Fermi I mechanism
because this energy gain is of first order in the velocity βrel.

While a particle upstream will always eventually cross the shock, at least in
the simple case considered here of an infinite, plane-parallel shock, once down-
stream the particle has a certain probability of being advected away and never
re-crossing the shock. This escape probability may be evaluated from the ratio of
the average fluxes of particles escaping far downstream and crossing the shock.
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For a downstream flow velocity β2, again assuming isotropy of the relativistic
particle distribution, it is given by Pesc = 4β2.

The combination of the energy gain factor (18) and escape probability Pesc
leads to a power-law spectrum in the accelerated particle energy, with a spectral
index depending solely on the shock jump conditions:

dN
dE

∝ E−(r+2)/(r−1) , (19)

where r ≡ β1/β2 is the shock velocity ratio. For a strong, non-relativistic shock
in a monatomic gas, r = 4, leading to a spectral index (r+2)/(r−1) = 2 for the
accelerated particles. In reality, spectral indices somewhat steeper than this value
are often observed; this difference may be due to the pressure of the accelerated
particles modifying the shock structure (e.g. [7] and references therein).

3.2 Ultra-relativistic Shocks

I now turn my attention to ultra-relativistic shocks, i.e. those for which Γsh � 1
so that the shock jump conditions derived in Sect. 2.2 apply.

Energy Gain and Upstream Particle Dynamics

For a downstream particle to cross the shock into the upstream medium, it must
have 1 ≥ µ′

→u > β′
sh = 1

3 , so that the factor (1 + βrelµ
′
→u) in (17) is always of

order unity. If µ→d is approximately isotropically distributed, as might be the
case for a population of relativistic particles already present in the undisturbed
upstream medium, the factor (1−βrelµ→d) is in general also of order unity. Thus
in the first shock crossing cycle, a large initial boost in energy can be achieved,
Ei/Ef ∼ Γ 2

rel as envisioned in [30].
For all subsequent shock crossing cycles, however, the distribution of µ→d

will be highly anisotropic; this is an essential difference between non-relativistic
and relativistic Fermi shock acceleration [22,27]. For an ultra-relativistic particle
with Lorentz factor γ � Γsh, the kinematic condition to cross the shock into
the upstream medium reduces to θ→u < 1/Γsh. As shown in [13], for realistic
deflection processes upstream the particle cannot be deflected very far beyond
this ‘loss cone’ before the shock overtakes it, so that θ→d ∼ 1/Γsh as well. In this
case the energy gain factor reduces to

E′
f

E′
i

≈ 2 + (Γshθ→d)2

2 + (Γshθ→u)2 ≈ 1 + µ′
→u

1 + µ′
→d

, (20)

where the shock crossing cycle is now considered from downstream to upstream
and back.

The range of possible energy gain factors can be assessed by considering two
opposite extremes for the upstream particle dynamics: deflection by a regular
magnetic field and scattering by small-scale magnetic fluctuations. In terms of
the correlation length � of the magnetic field, these two regimes respectively
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correspond to RL/Γsh � � and RL/Γsh � �, where RL is the Larmor radius
of the particle. For regular deflection, it can be shown that for ingress angles
0 ≤ Γshθ→u < 1, the egress angle satisfies

1 < Γshθ→d ≤ 2 ⇐⇒ 1
3
> µ′

→d ≥ −1
3
, (21)

while for direction-angle scattering, the direction angle at the average shock
recrossing time satisfies

〈θ2
→d〉 ≈ 2

Γ 2
sh

− θ2
→u . (22)

In both cases, it may be seen that the typical energy gain ∆E′ ≡ E′
f −E′

i is thus
of the order of E′

i itself [13].

Numerical Calculation of the Angular Distribution

As was seen in the case of non-relativistic shock acceleration, the power-law index
of the accelerated particle distribution depends on the average energy gain per
shock crossing and the escape probability. For relativistic shocks, both of these
are strongly dependent on the angular distribution of particles crossing the shock,
which as suggested in the previous section is in general highly anisotropic. Thus
the quasi-isotropic approximations used in the non-relativistic case do not apply
here, and the distribution of the shock crossing angles µ→u and µ→d has been
evaluated numerically.

For simplicity, I will focus in this section on the case where both the upstream
and downstream particle dynamics are dominated by scattering of the particle
momentum direction. In other words, it is assumed that magnetic fluctuations
dominate over the regular magnetic field in determining the particle transport,
at least along the shock normal direction which is of interest here. This is a
highly plausible assumption downstream, where shock-generated turbulence is
likely to give rise to disordered magnetic fields significantly stronger than the
shock-compressed upstream field, as is assumed in relativistic fireball models of
gamma-ray bursts and their afterglows (see Sari & Galama, this volume).

One method of computing the accelerated particle distribution is through
numerical simulations, and I illustrate below the results of such a calculation,
after summarising the algorithm: since the nature of the particle transport up-
stream and downstream is by assumption independent of particle energy, it is
computationally more efficient to decouple the dynamical problem from the en-
ergy gains. A numerical approximation to the function fd(µ′

→u;µ′
→d), the distri-

bution of downstream egress angles µ′
→u for a given ingress angle, is thus first

constructed by Monte-Carlo simulation of the downstream scattering process for
a grid of µ′

→d values. The upstream dynamics are represented by a similarly ob-
tained upstream egress angle distribution fu(µ→d;µ→u), and both distributions,
along with the energy gain formula (20), are subsequently used in a Monte-Carlo
calculation of the steady-state flux of accelerated particles crossing the shock.

The results of such a calculation were summarised in [14]. The influence of
the highly anisotropic injected particle distribution was seen to disappear at
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Fig. 3. Asymptotic downstream angular distribution of the particles crossing the
shock, showing both the flux F (µ′) (dotted line) and density n(µ′) (solid line) obtained
by Monte-Carlo simulations, along with the density obtained by the eigenfunction
method (dashed line). All distributions are normalised to unity.

a little more than a decade above the downstream injection energy, at which
point the self-consistent angular distribution was established with a power-law
in energy, F (E′, µ′) ∝ F (µ′)E′−p. Here F represents the steady-state flux of
accelerated particles crossing the shock, per unit energy E′ and direction angle
cosine µ′. The asymptotic angular distribution obtained with this simulation
method is displayed in Fig. 3, which shows both F (µ′) and the corresponding
density distribution, n(µ′) ∝ F (µ′)/(µ′ − β′

sh). The latter is compared with
the distribution obtained with the very different semi-analytical eigenfunction
method of Kirk et al. [21], showing excellent agreement between the two methods.

Spectral Index and Comparison with Observations

In the case considered above of isotropic scattering upstream and downstream
of the shock due to a strongly turbulent magnetic field, a value of the spectral
index p = 2.23 ± 0.01 is found by both Monte-Carlo simulations [1,14] and the
semi-analytical eigenfunction method [21]. For the opposite extreme in upstream
dynamics of deflection by a regular magnetic field (see above), still assuming
isotropic scattering downstream, Monte-Carlo simulations yield p = 2.30 [1].
With particle transport including both a regular field and magnetic fluctuations,
Bednarz and Ostrowski [3] obtained in Monte-Carlo simulations values of p ≈ 2.2
in the limit Γsh � 1. A spectral index in the range p = 2.2–2.3 is thus a general
feature of Fermi acceleration at (weakly magnetised) ultra-relativistic shocks, at
least in the test-particle approximation used in all the above studies.



34 Yves A. Gallant

Spectral index values deduced from observations of astrophysical systems
thought to involve ultra-relativistic shocks are consistent with these theoretical
expectations. Early modelling of gamma-ray burst afterglow observations sug-
gested p = 2.3 ± 0.1 [32], and detailed analysis of the GRB 970508 afterglow
spectrum yielded p = 2.2 [12]. While an equally detailed multi-wavelength spec-
tral analysis has not been published for other afterglows, a value of p ≈ 2.2
seems compatible with most [11]. In Crab-like supernova remnants, the inferred
spectral indices are similar: the best-fit model for the Crab Nebula spectrum
corresponds to p in the range 2.2–2.3 [19]. The very good agreement between
theory and observation is all the more remarkable given that in non-relativistic
shocks, as mentioned above, the observed particle spectra often differ from the
predictions of the simple test-particle theory.

3.3 Moderately Relativistic Shocks

For moderately relativistic shocks, the self-consistent shock crossing angle dis-
tribution and the spectral index depend on the shock jump conditions assumed,
as well as the shock Lorentz factor Γsh, which together determine the shock ve-
locity ratio. Figure 4 shows, for illustration, the spectral indices obtained with
the eigenfunction method of Kirk et al. [21] in the two extreme cases considered
in Sect. 2.3, namely that where the upstream gas is ‘cold’ so that the shock is
strong, and that where it is ultra-relativistically hot.

It is readily seen that while for high Lorentz factors (Γsh
>∼ 10) the values

obtained rapidly converge to the ultra-relativistic case, for lower shock Lorentz

Fig. 4. Spectral index of the Fermi-accelerated particle distribution as a function
of the shock four-velocity, for the two extreme cases shown in Fig. 1, namely a cold
upstream gas (solid line) and an ultra-relativistically hot one (dashed line).
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factors the different shock jump conditions yield very different spectral indices.
In particular, for moderately relativistic shocks in a relativistically hot gas, which
might be relevant to internal shocks in gamma-ray bursts, the spectral indices
obtained can be significantly steeper than in the ultra-relativistic case. For strong
shocks, on the other hand, the spectral index goes smoothly from the ultra-
relativistic value of p = 2.23 to the non-relativistic one of p = 2 as the shock
Lorentz factor decreases.

The above results apply to unmagnetised shocks and isotropic direction-
angle diffusion both upstream and downstream. A non-negligible magnetisation
parameter (4) lowers the strong shock velocity ratio, leading to steeper values of
the spectral index than in the corresponding unmagnetised case [21]. Anisotropic
diffusion in direction angle can have the opposite effect: calculations for the
extreme case where the magnetic fluctuations are concentrated in the plane of
the shock yield somewhat flatter spectra than the isotropic case, but by less
than 0.1 in the spectral index p [21]. Anisotropic pitch-angle diffusion has been
simulated by Bednarz and Ostrowski [3], who obtained steeper spectral indices
for weak scattering, the regime considered above corresponding to the limit of
strong scattering.

4 Maximum and Minimum Particle Energies

I now turn to the question of the range in particle energies over which the
spectrum derived above applies. I first discuss the acceleration time scale for
the Fermi mechanism, then use it to derive the maximum energy attainable by
this process at a relativistic blast wave, and consider an alternative scenario
involving the initial boost which can reach higher energies. I also discuss the
minimum energy for Fermi acceleration, and the need for a distinct electron
pre-acceleration mechanism in electron–ion shocks.

4.1 Acceleration Time Scale

The acceleration time scale tacc is defined as the time needed for the particle
energy to increase by an amount of order itself. Since, as seen in Sect. 3.2, this
typically occurs every shock crossing cycle, tacc is roughly the cycle time, which
is the sum of the upstream and downstream residence times tup and tdn. In the
case of deflection by a uniform magnetic field upstream, the former is of order

tup ∼ 1
Γshωc⊥

≡ E

qΓshB1⊥c
, (23)

where q and ωc are the particle’s charge and cyclotron frequency. The down-
stream residence time depends on the downstream scattering process; assuming
Bohm diffusion, it is roughly the downstream gyrotime,

t′dn ∼ 1
ω′

c
≡ E′

qB′
2c
, (24)
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where primed quantities are measured in the downstream rest frame, as before.
If the downstream magnetic field is simply the compressed value resulting from
the (weakly magnetised) ultra-relativistic shock jump conditions, B′

2 ≈ B′
2⊥ ≈√

8ΓshB1⊥, it can be shown that tdn ∼ tup [13].
Turbulence downstream may amplify the magnetic field B′

2 by a significant
factor above the shock-compressed value, thereby reducing the downstream resi-
dence time by the same factor; assuming the field reaches equipartition with the
thermal pressure downstream, this factor will be of order c/vA, where vA is the
upstream Alfvén speed. On the other hand, in the case of scattering by small-
scale magnetic fluctuations, the upstream residence time is increased from the
value (23) by a factor of order RL/(Γsh�), where �, as before, is the correlation
length of the magnetic field [13]. Thus the value of tup given in (23) is a lower
limit to tacc in all cases of interest.

4.2 Relativistic Blast Waves and Ultra-high-energy Cosmic Rays

An immediate application of the above considerations is to the maximum en-
ergy attainable by Fermi acceleration at the relativistic blast waves occurring in
fireball models of gamma-ray bursts; I thus first review some basic properties of
these models. After an acceleration stage, an initially radiation-dominated fire-
ball enters a relativistic ‘free expansion’ phase, in which a blast wave is driven
into the surrounding medium with the approximately constant Lorentz factor
Γsh ≈ √

2η, where η ≡ E/(Mc2), M being the baryonic mass in which the
fireball energy E is initially deposited [24,28]. This is followed by an adiabatic
deceleration phase in which the blast wave Lorentz factor decreases with radius
Rsh as Γsh ∝ R

−3/2
sh [8]. The transition between these two phases occurs around

the deceleration radius Rdec, given by

Rdec ≈
(

3
4π

E
η2ε1

)
, (25)

where ε1 ≈ n1mc
2 is the energy density of the surrounding material.

In the absence of energy loss processes, the maximum particle energy attain-
able by Fermi acceleration is set by the requirement that tacc be shorter than
the age of the system, which for a relativistic blast wave is simply Rsh/c. Using
(23) for tacc, the resulting maximum energy at a given blast wave radius Rsh is

Emax ≈ qB1ΓshRsh . (26)

Note that this is larger by a factor Γsh than a commonly used estimate resulting
from a simple geometrical comparison of the particle Larmor radius with Rsh
[17]. This is due to features specific to particle acceleration at a relativistic blast
wave, in particular the fact that an accelerated particle typically executes only
a fraction ∼ 1/Γsh of a Larmor orbit upstream before recrossing the shock.

The evolution of the product ΓshRsh with Rsh implies that the highest Emax
is reached at the deceleration radius, Rsh ≈ Rdec. It has the numerical value

Emax ≈ 5 × 1015 ZB−6

(E52η3

n0

)1/3

eV , (27)
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for particles of charge q = Ze, where B−6 is the upstream magnetic field, E52
the (isotropic) fireball energy, η3 the initial Lorentz factor and n0 the upstream
density, respectively in units of microgauss, 1052 erg, 103 and cm−3, these nor-
malising values being those appropriate for a GRB fireball expanding into a
generic interstellar medium [13].

Equation (27) rules out the production of ultra-high-energy cosmic rays
(UHECRs), with energies up to ∼ 1020 eV, at the unmodified, external blast
waves of relativistic fireballs. Scenarios which postulate a GRB origin for UHE-
CRs [25,30,31] must thus invoke some other site or mechanism to reach the
required particle energies. The idea most often put forward is that UHECRs are
accelerated at internal shocks, where substantially higher magnetic fields, close
to equipartition, could be present both upstream and downstream and allow the
Fermi mechanism to reach UHECR energies. However, the particle spectrum
in this case would likely be steeper, as argued above, reducing the efficiency of
UHECR production. Moreover, the important issue of the escape of these par-
ticles from the interior of the fireball to the surrounding medium remains to be
investigated, as they could suffer significant adiabatic losses due to the fireball
expansion before escaping.

Another possibility for acceleration at the blast wave is that the upstream
magnetic field might be amplified by a large factor above its undisturbed value
due to instabilities driven by the accelerated particles themselves, as was re-
cently proposed in the context of supernova remnants by Bell and Lucek [6].
It is unclear, however, how far such instabilities would have time to develop in
the relativistic context, given the comparatively short time before the modified
upstream medium is overtaken by the shock.

4.3 Fireballs in Pulsar Wind Bubbles

An alternative scenario for UHECR acceleration is based on the observation that
the initial boost examined in Sect. 3.2 can circumvent the age limit (27), as it
involves only a downstream half-cycle. The maximum energy is then set only by
the requirement that the downstream residence time tdn be less than the age of
the system. If one assumes that the downstream magnetic field is turbulently
amplified close to equipartition values, energies of order 1020 eV or more can be
reached, provided that a population of relativistic particles with sufficient initial
energy to be boosted into this range is present upstream [13].

Galactic cosmic rays with appropriate energies are present in the interstellar
medium, but constitute only a small fraction of the upstream energy density,
so that only a correspondingly small fraction of the fireball energy could go
to boost these to UHECR energies. However, a situation where the surrounding
medium consists almost exclusively of relativistic particles of the required energy
occurs naturally in the context of neutron star binary merger events: the close
binary pulsar systems observed in our Galaxy, which are the progenitors of these
merger events, all contain millisecond pulsars with characteristic spindown times
of order 108 yr, while their spiral-in times due to gravitational radiation are of
order 3×107 yr [26]. These pulsars thus fill the surrounding space with relativistic
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particles over the lifetime of the binary system, forming a large pulsar wind
bubble in the interstellar medium.

While the majority constituents of these pulsar wind bubbles will likely be
electron-positron pairs, pulsar winds also seem to contain ions [15,18]. Scaling
this ion component to millisecond pulsar parameters, one can show that it yields
ions with energies ∼ 1014 eV, sufficient to be boosted to UHECR energies pro-
vided Γsh

>∼ 103. This process is now highly efficient: a large fraction of the
fireball energy can go to boost these ions to UHECR energies. Moreover, for
typical parameters the blast wave will decelerate within the pulsar wind bubble,
resulting in a power-law spectrum of boosted ions,

dN
dE

∝ E−2 , (28)

with a lower bound of ∼ 3 × 1018 eV, compatible with the inferred UHECR
source spectrum [13]. This scenario thus naturally provides for the acceleration
of UHECRs into the required energy range, with the required spectrum, and
with high efficiency.

4.4 Minimum Energy and Electron Pre-acceleration

Returning now to the Fermi acceleration mechanism proper, it has as one of its
requirements that accelerated particles see the shock as a sharp discontinuity,
as its treatment in Sect. 3 makes clear. For this to be the case, the particle
Larmor radius must be larger than the shock thickness, which is in turn roughly
given by the downstream thermal ion Larmor radius. Ions can thus undergo
Fermi acceleration when they have reached a few times their downstream thermal
energy, but electrons in electron–ion shocks must first reach a minimum energy

E′
min ∼ Γrelmic

2 , (29)

where mi is the ion mass, before participating in the Fermi mechanism and
acquiring its characteristic spectral index.

Unless one assumes that these objects involve solely electron–positron shocks,
the presence of synchrotron-emitting, Fermi-accelerated electrons in GRB after-
glows and Crab-like supernova remnants thus requires an electron pre-acceler-
ation mechanism. This mechanism must bring the electron energy from that
resulting from randomisation of the bulk upstream energy, which as seen in
Sect. 2.3 is E′

th = Γrelmec
2, to E′

min, a factor of the mass ratio mi/me higher.
An acceleration process operating over precisely this energy range is the reso-
nant ion cyclotron wave absorption mechanism discovered by Hoshino et al. [18]
in numerical simulations of highly relativistic, electron–positron–ion shocks.

This resonant ion cyclotron acceleration mechanism typically yields harder
power-law spectra than those resulting from Fermi acceleration: the spectral
indices p obtained from the simulations are generally less than 2, and a value
as low as p = 1 is predicted in a quasi-linear, steady-state approximation [18].
The resulting picture for the accelerated electron (and positron) spectrum in
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an ultra-relativistic shock containing ions is thus of a relatively hard power-law
spectrum at low energies, steepening to the p ≈ 2.2 spectrum characteristic of
Fermi acceleration at a break energy given by (29). This might explain the flat
radio spectral indices of Crab-like supernova remnants, as well as the two breaks
in the Crab Nebula spectrum between radio and X-ray frequencies, only one of
which can be attributed to synchrotron cooling.

5 Summary

The shock velocity ratio r across a relativistic shock is in general a function
of the assumed upstream temperature as well as the shock Lorentz factor Γsh,
but it rapidly tends to the ultra-relativistic limit r = 3 for Γsh

>∼ 10. The
ultra-relativistic Fermi acceleration regime then mirrors some of the simplic-
ity of the non-relativistic, strong shock regime, this asymptotic shock velocity
ratio corresponding to an asymptotic power-law index of the accelerated parti-
cle distribution. For the specific case of isotropic direction-angle scattering on
both sides of the shock, this spectral index is p = 2.23 ± 0.01; more generally,
a value of p in the range 2.2–2.3 is found under a variety of particle transport
assumptions. These values are consistent with the observed spectra of sources
thought to contain ultra-relativistic shocks, such as gamma-ray burst afterglows
and Crab-like supernova remnants. For moderately relativistic shocks, the spec-
tral index depends on the shock jump conditions as well as Γsh; in particular,
shocks in a relativistic gas typically yield steeper spectral indices than the above
ultra-relativistic values.

The maximum energy Emax of the Fermi-accelerated particle distribution is
determined by the acceleration time, which is in general set by the upstream resi-
dence time. For acceleration at the unmodified, external blast wave of relativistic
fireballs, this yields Emax ∼ 1016 eV for typical parameters of the surrounding
interstellar medium, ruling out the production of ultra-high-energy cosmic rays
in this context. If neutron star binary merger events give rise to relativistic blast
waves with Γsh

>∼ 103, these can provide an alternative scenario for UHECR
production: ions accelerated in the pulsar wind present before the merger can
be boosted to energies >∼ 1020 eV by the blast wave with high efficiency; deceler-
ation of the blast wave in the pulsar wind bubble yields a spectral index p = 2
and a typical lower cutoff around 3 × 1018 eV. There is also a minimum energy
for Fermi acceleration, set by the requirement that the shock thickness be small
relative to the particle Larmor radius. In electron–ion shocks, this requires a dis-
tinct pre-acceleration mechanism for the electrons, which could be the resonant
ion cyclotron wave acceleration mechanism of Hoshino et al. [18].
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24. P. Mészáros, P. Laguna, M.J. Rees: Ap. J. 415, 181 (1993)
25. M. Milgrom, V. Usov: Ap. J. 449, L37 (1995)
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Abstract. We briefly review our current understanding for the formation, acceleration
and collimation of winds to jets associated with compact astrophysical objects such as
AGN and µQuasars.

All such outflows may be considered to a first approximation as ideal MHD plas-
mas escaping from a rotating and magnetized accretion disk with a magnetosphere
around a central black hole. A crucial ingredient for a correct modelling of the steady
state problem is to place the appropriate boundary conditions, by taking into account
how information can propagate through the outflow and ensuring, e.g., that shocks
produced via the interaction of the flow with the external medium do not affect the
overall structure. As an example underlining the role of setting the correct boundary
conditions, we make the analogy of the critical surfaces in the steady and axisymmet-
ric MHD problem with the event horizon and ergosphere of a rotating black hole in
relativity.

We discuss the acceleration of the outflow, by gas, radiation, or wave pressure
gradients and also by magnetic mechanisms, showing the important role played by
the disk corona in the vicinity of the black hole. Pressure and magnetic confinement
both may also play a role in confining the outflow, although magnetic hoop stress
confinement is likely to be a rather dominant process in tightly collimated outflows.
The possible asymptotical morphology that jets achieve and the instabilities which are
likely to explain the observed structures but do not prevent jets to possess toroidal
magnetic fields are also reviewed.

Finally, it is proposed that in a space where the two main variables are the energy of
the magnetic rotator and the angle between the line of sight and the ejection axis, some
observed characteristics of AGN jets can be understood. A criterion for the transition
of the morphologies of the outflows from highly collimated jets to uncollimated winds
is given. It is based on the analysis of a particular class of exact solutions and may
somehow generalize other earlier suggestions, such as the spinning of the black hole,
the fueling of the central object, or the effects of the environment.

Thus, while the horizontal AGN classification from Type 0 to Types 1 and 2 may
well be an orientation effect – i.e. a dependence on the viewing angle between the
source axis and the observer as in the standard model – the vertical AGN classification
with uncollimated outflows (radio-quiet sources) and collimated outflows (radio-loud
sources) depends both on the efficiency of the magnetic rotator and the environment
in which the outflows propagate.

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 41–70, 2002.
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1 Introduction

1.1 Schematic Picture of AGN

Some galaxies are known to emit radiation with extremely high luminosities from
a rather small volume in the γ−ray, X-ray and UV continuum. Such active cores
are the so-called Active Galactic Nuclei (AGN) and the radiation is commonly
believed to be a result of gravitational energy released by matter spiraling around
a supermassive central black hole of about 109M� (see Fig. 1).

Though the central engine which produces the enormous observed activity
cannot be resolved observationally, a standard picture of an AGN has gradually
emerged to explain the richness of the radiation spectra:

• an accretion disk with radius from about 2 to 100 gravitational radii, Rg,
feeding the central black hole and emitting mainly in the UV and soft X-rays;

• the broad line optically emitting clouds (BLR), which seem to be absent in
some sources (e.g. FRI, see hereafter) and extend up to a few 103Rg from
the center. The BLR emission can be radiation scattered by hot electrons
further away while the word “cloud” should be taken in the broad sense
meaning dense gas with a filling factor less than unity [77];

• a dusty torus (or wrapped disk or dusty bipolar flow) with an inner radius
of a few 103Rg, which obscures the central parts of the AGN from transverse
lines of sight;

• the narrow line regions (NLR) which extend from about 104 to 106Rg;
• powerful jets of plasma detected from the sub-parsec to the Mpc scales,

mainly visible in the radio but also in the optical, UV and X-rays.
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Fig. 1. General sketch, not to scale, of an AGN following Urry and Padovani ([98], see
the text for details).
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Note also, that ultra high energy γ-rays have also been observed from the central
regions of several Blazars. Jets, together with the emission of radiation from the
immediate neighborhood of an AGN provide a crucial link between the easier
observed large Mpc scale and the sub-parsec scales where presumably the plasma
of the jets is accelerated in a few gravitational radii from the center of the AGN.

1.2 Unified Schemes for AGN

Based on the phenomenology of their emission in the radio and optical/UV parts
of the spectrum, AGN are commonly divided into three broad classes, as it may
be found in excellent reviews in [1,98]. Although some details have been already
modified since then, the overall classification still holds nowadays, at least as far
as the properties of the associated winds and jets are concerned:

• Type 2 AGN have weak continua with narrow emission lines (NLR). They
include, in the radio quiet group, the low luminosity Seyfert 2 galaxies and
narrow emission line galaxies (NELG) while the radio-loud counterpart re-
groups the narrow-line radio galaxies with the two distinct morphologies of
Fanaroff-Riley I (low-luminosities, FR I) and Fanaroff-Riley II (higher lumi-
nosities, FR II).

• Type 1 AGN have bright continua with broad emission lines (BLR) in ad-
dition to the NLR. The type 1 radio-quiet group is composed of the low
luminosity Seyfert 1 galaxies (Sey 1) and the higher luminosity radio-quiet
quasars (QSO), while the radio-loud group includes the broad line radio
galaxies (BLRG) at low luminosities and the flat or steep spectrum radio-
loud quasars (FSRQ and SSRQ) at higher luminosities.

• Type 0 AGN correspond to the remaining AGN with weak or unusual emis-
sion lines, i.e., in the radio-quiet end the broad absorption lines QSO (BALs)
and in the radio-loud end the Blazars (BL Lacs and flat spectrum radio
quasars, FSRQ).

Thus, the various AGN can be classified according to orientation, beaming and
obscuration effects [98]. In this classification scheme, the transition from Type
0 to Type 1 and then to Type 2 of the class of radio-quiet AGN is based on
orientation effects alone (Fig. 2). Namely, in Type 0 AGN the line of sight is
almost coincident with the axis of the system, while the disk is seen face-on. In
Type 2 the viewing angle is close to 90o (disk edge-on) and obtains intermediate
values for Types 1. The broad emission lines arise from “clouds” (i.e. dense gas
with a small filling factor) orbiting above but nearby the disk (Fig. 1). Thus
when the line of sight makes a small angle with the system axis, they are not
obscured by the dusty torus, as in Seyfert 1, while wherein these broad emission
lines are obscured by the torus, only the narrow emission lines are visible because
they are produced further away, as it is the case with Seyfert 2.

Similarly among radio-loud galaxies, the transition from Type 0 (Blazars)
to Type 2 (FR I/II radio galaxies) is based on a combination of orientation
with relativistic beaming, i.e., whether a radio-loud AGN is a radio galaxy or a
Blazar, and also depends on the angle between its relativistic jet and the line of
sight. In this sense there seems to be a transition from FSRQ (Type 0) to SSRQ
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Fig. 2. Unified scheme presented by Urry and Padovani 1995 ([98]). Properties of AGN
depend on at least two parameters: the viewing angle and some other parameter yet
to be defined.

(Type 1) and then FR II (Type 2). For low luminosity radio loud galaxies there
seems to be a gap as BL Lac objects (Type 0) are associated with FR I (Type
2) with no Type 1 counterpart. Although this association is still controversial,
it may be explained by an intrinsic absence of broad emission line clouds [28]
which would prevent to find any corresponding Type 1 objects with a BLR. This
argument is supported by the fact that with increasing resolution BLR are also
sometimes detected in FR II. At the same time however, recent data at optical
and X-ray wavelengths have shown that, for the FR I/BL Lac case, the standard
unification model does not seem to be in full agreement with observations. A
possible way out to reconcile observations with the standard unification scheme
is to assume a structure of the velocity across the jet ([21,29]).

It is now clear that orientation effects are not sufficient to explain the dif-
ference between radio-quiet, low luminosity and radio loud and high luminosity
galaxies and quasars. It seems that in radio-loud AGN the outflow is relativis-
tic at least in parsec scales, very well collimated in the form of a jet and quite
powerful on large scales where it feeds the terminal radio lobes. Conversely, in
radio-quiet AGN the outflow is either stopped or loosely collimated in the form
of a wind or a bipolar flow. Parallely FR II jets are much more powerful than in
FR I with a higher degree of collimation and terminal hot spots. Simultaneously
the environment of the jets in FR I sources seems richer than in FR II ones.
Various possibilities have been suggested. The radio-loudness could be related
to: (i) the host galaxy type [90], (ii) the black hole’s spin separating the lower
spin radio-quiet galaxies from the higher black hole spin in radio-loud galaxies
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[6,105], (iii) the differences in the rate of nuclear feeding [81,3], (iv) the different
composition of the plasma [25], or (v) the different interaction with the ambi-
ent medium [43]. Nevertheless, none of these scenarios seem to be completely
satisfactory because for all of them counter-examples may be found. We suggest
at the end of this review a quantitative physical criterion for such a transition
from radio-quiet to radio-loud galaxies which may, in fact, reconcile those various
points of view by taking a different approach.

1.3 Towards a Similar Unification Scheme for µQuasars?

The galactic counterparts of the extra-galactic AGN were discovered recently
by Mirabel and collaborators ([68] and references therein). Although the central
black hole is not supermassive but just of the order of one solar mass, M�, they
also have relativistic ejecta with similar beaming effects. It is of course too early
to draw a precise classification of such objects, since the number known so far is
rather small in comparison to AGN. Nevertheless, there seem to exist µ-Seyferts
and µ-quasars ([32,38] and Fender’s review in this volume for details), with
prototypes GX 339-4 and GRS 1915+105, respectively (Fig. 3). The winds of
µ-Seyferts seem to be more continuous and conical while µ-quasars seem to have
steady outflows in addition to pulsed collimated jets with higher speed ([35] and
references therein). However, in X-rays these objects show also low/hard states
where the ejection is present and a high/soft state where no outflow is produced,
probably because of the disruption of the disk in the immediate vicinity of the
central black hole. It is also interesting to note that especially in GX 339-4, the
presence of the wind is associated with an extended X-ray corona at its base.

Note that we do not include in the present discussion all galactic relativistic
jets from other binary systems but only those which have similar properties with
AGN. Nevertheless, most of the mechanisms reviewed here apply also to such
jets as they also apply, incidentally, to jets from young stars, stellar winds, etc.

Quasar (e.g. GRS 1915+105)

Steady + Pulsed Collimated Jet -- High jet speed

Coninuous conical jet -- low speed

X-ray low / hard state

Seyfert (e.g. GX 339-4)

X-ray high / soft state

µ−

X-ray high / soft state
X-ray low / hard state

µ−

Fig. 3. Summary of the outflow properties of the galactic counterparts of AGN [38].
See text for details.
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This may explain why the application of the theory of MHD winds, in jets from
Young Stars and AGN has evolved parallely.

1.4 Some Key Problems about Jet Formation

The basic questions for understanding the physics and role of jets in AGN and
µ-quasars and their complex taxonomy are those related to the nature of the con-
stituting plasma, their initial acceleration in the environment nearby the central
black hole, their morphology as they propagate away from the central region,
the connection to the source (disk, disk corona or black hole magnetosphere)
and extraction of angular momentum from it. Fig. 4 illustrates how the plasma
is extracted from the magnetized rotating source, spiraling and carrying roped
magnetic field lines.

Let us briefly recall here some points which we will not address in detail in
the remaining part of this review.

First, it is likely that jets associated with quasars are a mixture of elec-
tron/proton and electron/positron pairs, since pure electron/positron jets over-
predict soft X-ray radiation from quasars, while pure proton- electron jets predict
too weak nonthermal X-ray radiation [89]. In fact, it has been suggested first by
Sol et al. [88] that jets consist of electron/positron pairs close to their axis, sur-
rounded by an electron/proton plasma (see Fig. 4). This model has shown some
success since then [78,8] and it may naturally account for the presence of ultra-
relativistic flows in the parsec scale made of pair plasma or a mixture of the two
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Fig. 4. View of the jet formation region.
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while the lobes at larger scales would be fed with the proton-electron part. In
this picture the lobes become illuminated by the faster inner jet at some point
due, for instance, to an instability that disrupts the jet. It accounts also for the
tremendous energetic power observed in the lobes which does not need to be the
transported directly by the inner pair plasma.

Second, rotating outflows extract also angular momentum rather efficiently
from their source, thus allowing mass to accrete on the central object. This
removal of the angular momentum of the accreted material is very efficient in
the presence of a magnetic field, as it is seen in stellar magnetic braking [86]. In
fact, the magnetic lever arm �a at the point where corotation ceases is larger
by a factor of order 10 than the cylindrical radius of the footpoint of a fieldline,
�o (see Fig. 7b, [92,64]). It is interesting that even if a tiny percentage of order
of 1% of the accreted mass rate Ṁacrr is lost through a jet, Ṁjet, the major
part of the angular momentum of the infalling gas is removed and so this gas
can be freely accreted by the central object (see [92] for a simple explanation).
However, though angular momentum extraction by the wind can be sufficient
to account for the accretion (e.g. [40]), turbulent viscosity triggered by some
instability can also allow for accretion. In this case, the outflow is likely to exist
nonetheless (e.g. [23]). Thus the presence or absence of a jet is certainly not
an evidence of what really triggers the accretion, though it certainly puts some
strong constraint on it.

Let us just clearly state here that in the following sections we will mainly
concentrate on the mechanisms which can produce acceleration, explain collima-
tion and the related nature of the source in each case. We refer to various reviews
[92,64,9,10] where complementary issues of the problem are treated in more de-
tail. We are not addressing here the question of the propagation of the jet far
from the source, its connection to the lobes and the external medium as this is
the subject of other reviews in this volume (e.g. Aloy) and other contributions
of the conference.

2 Basics of Jet Formation Theory

2.1 The Outflow MHD Equations

Since the outflows we are describing are made of tenuous electron/proton or
electron/positron plasma they can usually be modeled to zeroth order via the
set of the ideal MHD equations. Of course the collision rate may be so low that
thermalization is not complete and each species should be treated separately.
However, even in the well studied case of the solar wind where densities are
probably even lower than in relativistic jets the fluid approach has proven to be
very efficient and better than a pure collisionless one in describing the dynamics
of the outflow. We shall not give here the general axisymmetric equations which
can be found in the literature. Though it is an observed fact that at least some
of the extragalactic outflows are relativistic in velocity or temperature, it has
been shown that the basic physical mechanisms at work for the formation of jets
are the same with those operating in the classical regime, e.g., [33,47]. Thus,
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in the following we will not distinguish between relativistic and non relativistic
approaches, unless some noticeable difference exists.

The full relativistic set of ideal MHD equations in the 3+1 formalism can be
found in [19] for instance and their reduction to the classical Newtonian limit
in [17]. They constitute a set of highly nonlinear and coupled partial differential
equations of the four spatio-temporal variables. Note that in the following we
shall use indifferently spherical (t, r,θ,ϕ) or cylindrical (t, �, ϕ, z) coordinates.
To describe the flow one needs then to determine its:

• mass density ρ,
• velocity field V ,
• magnetic field B (and electric field E in a relativistic treatment)
• gas pressure P (or equivalently, the temperature T ) of the fluid.

This can be done by combining Maxwell’s equations for the electromagnetic
fields with the conservation of mass, momentum (Euler’s equation) and energy
for the hydrodynamic fields. The energy equation is usually (but not always)
replaced by the simplifying assumption of a polytropic equation of state.

Under the assumption of steadiness (∂/∂t = 0) and axisymmetry (∂/∂ϕ = 0),
the toroidal components (Bϕ, Vϕ) can be expressed in terms of the poloidal
quantities [17]. Simultaneously, the magnetic field on the poloidal plane [r, θ] ≡
[�, z] (Fig. 4) is defined by means of a scalar magnetic flux function A, Bp =
(∇A × ϕ̂)/� and the velocity field on the poloidal plane is defined by means
of the mass flux function Ψ , V p = (∇Ψ × ϕ̂)/�. Note that Ψ = Ψ(A) because
of the flux freezing law of ideal MHD. Practically, magnetic field lines and flow
lines are roped on the same mass/magnetic flux tubes as shown in Fig. 4. Then
the momentum equation splits in the poloidal plane into a component along
each poloidal streamline and a component across it. Momentum balance along
the poloidal flow (the Bernoulli equation) may be combined with momentum
balance across the flow (the transfield or Grad-Shafranov equation) to form a
system of two coupled partial differential equations for the density ρ and the
magnetic flux function A.

Irrespectively of using a polytropic equation of state between pressure and
density, or not, this system contains integrals that depend only on the magnetic
flux distribution, such as:

• the mass to magnetic flux ratio, ΨA(A) = dΨ/dA,
• the total angular momentum, L(A),
• the angular velocity or rotational frequency of the footpoints of the magnetic

fieldlines anchored in the wind source, star or disk, Ω(A), which is also the
corotation frequency.

Note that L/Ω = �a must be the cylindrical radius of the field line A at the
Alfvénic transition in order to ensure a smooth Alfvénic transition.

If a polytropic equation of state is used, an extra conserved quantity exists
by integrating the momentum equation along the flow: this is the energy per
unit mass, E(A), which includes kinetic energy, enthalpy, gravity and Poynting
flux. Usually the polytropic index is less than the adiabatic one (and even less
than 3/2) in order to allow for thermal acceleration [76]. This is just a way
to circumvent the solution of the rather difficult problem of solving the full
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MHD equations by selfconsistently treating the heating supply in the plasma.
In fact even if no polytropic assumption is made, a generalized form of the
energy conservation can be written including a heating and cooling along the
flow [84]. Some authors (e.g. [83]) prefer to use the energy in the corotating
frame of rotation E′ to show in this non Galilean frame explicitely the centrifugal
potential. The two notations are equivalent and E = E′ +LΩ where LΩ (called
the “the energy of the magnetic rotator”) is the energy a magnetic fieldline needs
to corotate at frequency Ω and plays a crucial role in magnetic acceleration.

The remaining part of this section, despite that equations are not given, is
rather more technical and the reader interested in the physical mechanisms at
work may well skip it.

2.2 Axisymmetric and Time-Dependent Numerical Simulations

The time-dependent MHD problem has been treated only by means of numeri-
cal simulations for obvious technical reasons. Thus, there have been performed
simulations of relativistic or non relativistic disk winds [75,49,100,101], outflows
from a spherical magnetosphere [16,96,51,99] or, from both types of sources
[52,55,70,56]. However, in some simulations it is not clear that the boundaries
do not introduce spurious effects (e.g. [75,49]) or, that the system relaxes into a
reproducible final state (e.g. [52,55,70,56]). Another difficulty with the numeri-
cal simulations has to do with the fact that AGN jets often extend over lengths
more than six orders of magnitude their width, while the available grid sizes
are much smaller. One way out of this constraint is to solve the problem via a
combination of numerical techniques for the near zone and analytically solving
the hyperbolic steady state problem at large distances from the central source
(e.g. [16,96], although the very first accelerating region close to the base is not
treated).

2.3 Axisymmetric and Steady Analytical Solutions

Several solutions of the steady MHD equations for various sets of boundary con-
ditions are available analytically while there exists only one numerical solution
for a specific and quite unique set of boundary conditions obtained by Sakurai
[83] for stellar winds showing very weak collimation (i.e. logarithmically) around
the rotational axis. Basically, the main difficulty is the fact that the set of the
steady and axisymmetric MHD equations are of mixed elliptic/hyperbolic type,
as opposed to the hyperbolic nature of time-dependent equations. Then, from
the causality principle, a physically acceptable solution needs to cross three crit-
ical surfaces: the slow magnetosonic, the Alfvénic and the fast magnetosonic
surfaces. However, the exact positioning of those critical surfaces is not known
a priori but is only determined simultaneously with the solution. It is for this
reason that only a few classes of such exact MHD solutions have been studied
so far. They can be obtained by employing a separation of the variables (r, θ) in
the poloidal plane (see Vlahakis and Tsinganos [103] for a general technique to
obtain such solutions) combined with a suitable choice of the MHD integrals ΨA,
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L(A), Ω(A) and E(A). It is worth to note that this systematic construction uni-
fies all existing analytical models of cosmic outflows, such as the classical Parker
wind [76] and the Blandford and Payne disk wind [18], in addition to uncovering
new and interesting global models [103]. The best studied classes of such solu-
tions are characterized by radial and meridional self-similar symmetries because
all quantities scale with the spherical radius r or the colatitude θ respectively.

The first family with radially self-similar symmetry is appropriate to winds
emerging from disks (e.g. [2,18,31,63,57,24,104,103] and references therein). A
relativistic extension of these self-similar models exists (see e.g. [61]) although
by dropping one essential element: gravity. No intrinsic scale length exists in
this case and all quantities scale as a power law of the radius, similarly to the
Keplerian law for the velocity in the disk. The key assumptions in this class of
solutions are that the poloidal Alfvén Mach numberM and the cylindrical radius
� of a particular poloidal fieldline A=const., in units of the cylindrical radius
�a at the Alfvén point along the same poloidal fieldline, are solely functions of
the colatitude θ. In this case surfaces of constant M are assumed to be conical,
and the critical surfaces too.

The second family is characterized by the meridional self-similar symmetry
and is appropriate to winds emerging from a spherical source, although the
physical variables are not spherically symmetric and the boundary conditions
are functions also of the colatitude ([94,85,103] and references therein). Even
though these solutions seem to be more natural to describe stellar winds, they
do not exclude the presence of a surrounding accretion disk and they can on
an equal footing describe a quasi spherical corona or magnetosphere around the
central object. The key assumptions also in this case are that the poloidal Alfvén
Mach number M and the cylindrical radius � of a particular poloidal fieldline
A=const. are solely functions of the spherical radius r. In this case surfaces of
constant M are assumed to be spherical and so are the critical surfaces.

2.4 Boundary Conditions and Singularities

As we mentioned in the previous section, for the construction of a steady solution
one has to carefully cross the appropriate critical surfaces encountered at the
characteristic MHD speeds, corresponding to the three MHD waves propagating
in the medium (but not to the elliptic/hyperbolic transitions as we discuss in
the following). It effectively results in reducing the number of free boundary
conditions [15]. Note that in the relativistic case the number of critical surfaces
is the same with the nonrelativistic case because the light cylinder singularity
is combined with the Alfvénic one [17]. As a corollary, this generalized Alfvénic
singularity reduces to the classical one in the non relativistic regime and to the
light cylinder when the mass loading is negligible.

It is conventional to use the crossing of the slow surface to fix the mass loss
rate and the crossing of the Alfvén to fix the magnetic torque [92]. The crossing
of the last singularity usually remains more subtle but is essential to ensure that
no instability or shock with the external medium is propagating backward and
possibly changing the structure of the solution. This is well known for the Parker
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solar wind, where terminal shocks will naturally make breeze solutions to evolve
into the wind solution.

To illustrate this point we show in Fig. 5 three disk wind solutions belonging
to the radial self-similar class and the topology of another typical set of such
solutions around the fast surface in the plane of colatitude and fast magnetosonic
Mach number (instead of the Mach number for a classical hydrodynamic wind).
A careful look at the behaviour of those solutions shows that one is crossing
exactly the fast magnetosonic transition [104] while the other two behave close to
the critical surface either like a breeze solution [40] or like a terminated solution
[24] in Parker’s terminology for the solar wind, as illustrated on Fig. 5. Although
they differ in the way they connect to the underlying disk, they basically show
very similar properties. This indicates that, by tuning the heating deposition
along the flow or the polytropic index, a physical connection between the disk
and the crossing of the fast point is possible despite it has not been done yet.
It also suggests that the crossing of the last surface is not so crucial for the
connection with the disk but it validates, nonetheless, the widespread use of
such disk wind solutions. In fact all solutions terminate after some point due to
the presence of a spiral singularity as shown in Fig. 5, which makes even more
crucial the presence of a shock not only from observational arguments but also
from theoretical ones.

2.5 Singularities and Horizons

We discuss now the true nature of the singularities, pointing out that a strict
analogy between MHD signal propagation and the light propagation in the neigh-
borhood of black holes (see Carter [22]) exists.

First, as it is well known in the theory of steady and spherically symmetric
black holes (Schwarschild black holes in the case of vacuum), the horizon where
no information or light signal can escape coincides with the ergosphere where
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Fig. 5. Topology of an analytical disk wind solution in the region of the fast mag-
netosonic transition in the [Mf ,θ] plane. Examples of three solutions of this type are
drawn: one that crosses the critical point and two which do not.
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the system of the relativistic equations changes nature, from elliptic outside the
horizon to hyperbolic inside it. As illustrated in Fig. 6a the system is hyperbolic
in time and information emitted at the speed of light propagates along a “cone”,
the light-cone. In a steady state and far from the black hole, the light-cone’s
projection is a circle and thus information can propagate in all directions of the
X1 - X2 plane, similarly to water waves on a static pool, where X1 and X2
are two coordinates in space. The equations are elliptic. But because of gravity,
light is deflected and inside the horizon, equations change to hyperbolic, the
cone projection gives characteristics, as the trail of a boat, and information
can propagate only inside these. Furthermore, all characteristics converge to the
center of the black hole such that no information can escape (Fig. 6a).

The same is true and well known in MHD outflows where light is replaced by
MHD waves and the spatial coordinates are reversed (X1 corresponding to 1/X1)
such that the center of the black hole becomes the asymptotic outer connection
of the MHD outflow with the extragalactic medium. In spherically symmetric
outflows (or equivalently when the poloidal geometry of the flow is fixed), each
of the three singularities coincides in fact with a spherical surface which marks
the transition in the nature of the equations from hyperbolic to elliptic1.
1 There is an extra transition at the cusp velocity which is not a singularity while
the Alfvén singularity is in a parabolic domain but we shall not enter here in these
details.
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Fig. 6. Ergosphere, horizon and light cones around a black hole after Carter [22]. Time
is along the vertical axis and space in the horizontal plane [X1, X2]. In a) sketch of a
spherically symmetric black hole and in b) a rotating axisymmetric one.
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Second, if the black hole is rotating, the event horizon and the ergosphere
where the system changes from elliptic to hyperbolic split. It is easy to under-
stand this physically (see Fig. 6b). As the geodesics rotate, the light cone first
inclines itself such that beyond the ergosphere characteristics appear. One of
the family of characteristics still connects with the external medium so it is still
possible to propagate information backward. Once inside the real horizon the
light cone is inclined and directed towards the center. At this point the outer
space is causally disconnected from the interior of the horizon.

The analogy between the event horizon and the MHD singularities in terms
of limiting characteristics or separatrices has been recently recognized [15] and
illustrated explicitly by examples of self-similar solutions [95]. Note that for the
slow magnetosonic horizon the situation is a bit more complicated because the
slow waves have triangular wave fronts instead of circular [102]. However, the
ultimate horizon is the one associated with the fast waves. In addition, the so-
called “classical” critical points correspond to the ergosphere where the equations
change from elliptic to hyperbolic. This point has been underestimated. In fact,
it is known for the ergosphere of black holes that it can appear as a singularity
but a suitable choice of the Killing vectors eliminates it. The same must be true
for the “classical” critical points where the poloidal velocity equals one of the
wave speeds.

Third, the analogy can still be pushed one step further. There are only two
cases where the horizons can be defined locally, either, for static black holes
where the horizon coincides with the ergosphere (Fig. 6a), which corresponds
to the spherical Schwarzschild solution in vacuum, or, in the circularity limit
where the horizon coincides with the rotosurface, which means that there is only
rotation and no convection. In all the other cases, the horizon can be defined
only globally that is as a limit of the characteristics, once the solution of the
metrics is known (i.e. as a limiting characteristic).

The circularity limit for the vacuum solution corresponds to the Kerr rotating
black hole (Fig. 6b). In this special case, one can construct the solution [22], by
means of a separation of the variables r and θ while t and ϕ are ignorable.
The θ component can be solved by using Legendre’s polynomials. This way of
constructing the global solution is identical to the one used for self-similar flows.
In both cases the form of the singular surfaces is known a priori and this is
definitely NOT the self-similar assumption that “modify” the critical points as
we have written for so long.

The first conclusion is that in the more general axisymmetric case, there is
little hope that we can determine the limiting characteristics a priori in MHD
outflows. However, these are the true singularities of the flow.

The second conclusion is that this problem of horizons concerns not only
steady solutions but also numerical time-dependent solutions. Even if they do
not appear as real mathematical singularities, they must be present in the sense
that characteristics on the outer boundaries should all be directed outwards,
which has not been the case of all simulations as we already mentionned.
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3 Acceleration

Once valid solutions of the outflow equations are obtained, either numerically
or analytically, we may study the physical mechanisms that accelerate and col-
limate the outflow transforming it from a wind to a jet. From a rather general
perspective, an observational characteristic of many cosmic plasma outflows is
that they seem to be accelerated to relatively high speeds which may even reach
values close to the speed of light in the most powerful AGN jets. The most
often invoked mechanisms to accelerate these flows are of thermal, or, of mag-
netocentrifugal origin. We shall discuss first in the following magnetocentrifugal
acceleration since it is widely considered as the most relevant mechanism for the
acceleration of AGN jets.

3.1 Toroidal Magnetic Field Acceleration

The simplest magnetic driving mechanism is the so-called ’uncoiling spring’
model (Uchida and Shibata 1985, [97,56]) or ‘plasma gun’ [30] where a toroidal
magnetic pressure builds up due to the rotation of the fieldlines which are an-
chored in the disk. Evidently, there is a net force pushing the plasma upwards, as
shown in Fig. 7a. This mechanism is mainly seen in numerical simulations (e.g.,
[87]). After the initial transient phase when a torsional Alfvén wave develops
and drives the initial acceleration of the flow, the solutions converge to a weakly
collimated structure, where the confinement is done by the toroidal magnetic
field. However, for the numerical constraints we mentioned above, the outflow
cannot be simulated in regions far from the base to follow realistically its degree
of collimation. Second, such numerical simulations were able to follow the jet for
one or two rotations around the central body. Hence, such a mechanism seems to
be at work only to explain intermittent ejection, something equivalent to Coro-
nal Mass Ejections (CMEs) in the solar wind that travel on top of a global more
steady structure.

Accretion Disk

a)
Force

B.H.

Magnetic Field Line
Magnetic Field Line

b)

Accretion Disk

B.H.

ϖ
ϖ

o
a

Fig. 7. a) Acceleration by toroidal (azimuthal) magnetic pressure. The fieldline is
wounded by rotation and acts as an uncoiling spring. b) Magnetocentrifugally driven
wind. The acceleration is similar to that of a ‘bead on a wire’ and it operates from
the disk footpoint �o up to the magnetic lever arm �a where corotation stops. Fur-
ther downstream the magnetic field is rapidly wound up and magnetic collimation is
obtained because of the pinching magnetic tension (after Spruit [92]).
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It is interesting that instabilities by a spiral wave in the disk producing an
Alfvén wave have been also advocated to explain the intermittent ejection from
µQuasars[93]. These instabilities can be at work to explain various features, as
we briefly shall discuss later and transients on a time scale of a few rotations
around the black hole. However, we need to model at the same time some more
continuous ejection, similarly to the solar wind where despite instabilities and
CMEs, there always exists a steady wind outflow.

3.2 Magneto-centrifugal Acceleration from the Disk

In order to accelerate jets magnetically, the most popular scenario is the mag-
netocentrifugal acceleration from an accretion disk via the classical Blandford &
Payne [18] acceleration mechanism. In this case, the plasma consists probably
mostly of electrons/protons, either relativistic or not. Electrons/positrons could
be accelerated in the same way but it seems more difficult to produce them
above the keplerian disk than in or close to the black hole’s magnetosphere for
energetic reasons, e.g. [46]. As the poloidal magnetic field is dominant up to the
Alfvén radius, it practically enforces an approximate plasma corotation simi-
larly to a ’bead on a rotating wire’ (see Fig. 7b). In the corotating frame there
is then a centrifugal potential which accelerates the flow outwards provided that
the line is sufficiently inclined (θ > 30o from the pole for a cold non relativistic
plasma). Note that this condition is less restrictive if there is some heating or
the gas is relativistic [91,92]. This point should not confuse the reader, it is the
combination of centrifugal force and a strong poloidal B field that allows for the
acceleration to take place. Eventually the acceleration comes from the conver-
sion of Poynting energy flux to kinetic energy flux. The gain in kinetic energy
is proportional to the energy that brings the magnetic field lines into rotation,
i.e., the energy of the magnetic rotator LΩ. Such a magnetocentrifugal driving
mechanism seems to be efficient in disk winds wherein a hot corona is not an
absolute requirement.

Besides a long list of self-similar models (see [103,53,54,74]), the same mech-
anism has shown to be successful in various numerical simulations [75,49].

This mechanism has some limitations. For example, it requires high magnetic
field strengths at the disk level (which have not been measured so far) and also a
large magnetic lever arm is needed in order to obtain a terminal speed which is a
few times the Keplerian speed (∼< 105 km/s). Moreover, only a very small fraction
of the accreted mass can be ejected at very high speeds, once a connection with
a realistic disk structure is properly made [40,63,23]. By realistic disk structure
we mean that in the accretion disk resistivity, turbulence and viscosity are taken
into account within the hypothesis that the disk is pervaded by a large scale
mean magnetic field. However, the presence of a hot corona on top of the disk
is enough to eliminate this limitation [24]. If these conclusions hold unchanged
in the presence of a local dynamo and/or disordered magnetic field is not clear
yet [45,10].
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3.3 Magneto-centrifugal Acceleration
from the Black Hole Magnetosphere

A wind outflow could also be extracted “magneto-centrifugally” from a black
hole’s magnetosphere through the Blandford & Znajek mechanism [13] (see also
[10] for more references). First, the rotational energy of the accreting black hole
is extracted by a large scale magnetic field accreted onto the black hole, then
converted to Poynting flux and finally to relativistic electron/positron pairs. As
far as the plasma itself is concerned there is no difference with the previous
mechanism, since it is ultimately the Poynting flux that accelerates it. However,
there are two basic differences. First, the Poynting flux is extracted from the
black hole. This is physically consistent since some angular momentum of the
opposite sign is lost simultaneously into the black hole. Second, there is enough
energy in the magnetosphere to produce electrons/positron pairs, such that this
mechanism favors leptonic ejection. It has been argued that pairs would suffer
Compton drag; however, this may be a real problem for radiatively driven winds
but not if there is an extra mechanism to accelerate the flow sufficiently to
overcome these radiative losses.

The efficiency of this mechanism has been recently put into question by
several authors (see for instance [65]). The main argument is that the extraction
of energy from the black hole through this process is at most as efficient as the
extraction of energy from the disk. This only means that the two mechanisms
are likely to operate simultaneously. Again this could very well be in favour of a
leptonic jet or beam extracted from the back hole embedded in a hadronic heavy
wind/jet coming from the disk [88,46]. Moreover this does not apply necessarily
to the gamma ray emission which may still get its energy from the black hole
[10].

3.4 Radiative Acceleration

The first alternative to a magnetically driven wind is a radiatively driven wind.
For instance, in the ’Compton rocket’ model a disk produces electron/positron
pairs of which some are accelerated by the radiation produced by the annihilation
of this plasma. Although Compton radiative losses exist, they are not sufficient
to prevent completely the plasma acceleration [71,27].

Radiatively driven models for disk winds of electrons/protons have been pro-
posed with a radiative pressure due to dust or, due to line emission coming
either from the disk or the central source (see [79] and further references in the
introduction). The key point in such models is that they result in at most a few
tens of thousands of km/s for the outflow speed (∼ 50, 000 km/s). This may be
enough to explain most of the winds from radio quiet AGN, but it is unable to
explain the acceleration of the powerful jets associated with radio loud AGN, or,
the mildly relativistic flows seen in some radio quiet AGN. It is thus likely that
in those objects, radiative acceleration may operate as a minor contribution or,
in combination with other mechanisms like magnetocentrifugal driving [53].
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Alternatively, it has been shown that a magnetized cloud of relativistic elec-
trons can be radiatively driven up to relativistic bulk velocities if the interaction
between photons and particles comes through a synchrotron process [41,42].
However the cross section of this mechanism is critically dependent on the ge-
ometry of the interaction and some assumptions are necessary ‘a priori’ for the
treatment of the equations.

3.5 “Thermal” Acceleration

The other alternative to magnetic acceleration is classical thermal driving, as
it is the case in the low- and high-speed solar wind where the heating and
part of the pressure is provided by the dissipation of acoustic waves, electric
currents, etc., or more efficiently by Alfvén waves. In this case the presence
of a hot corona around the disk and/or the magnetosphere is essential for the
acceleration, which is proportional to the sound speed, i.e., to the square root
of the coronal temperature.

Then, in a rather crude estimate, if the 106 K corona produces a thermally
driven wind with a terminal speed around 300 km/s, a corona with a temperature
of 109 K for both the ions and the electrons could result in a terminal speed
around 10,000 km/s. On the other hand, if 109 K is the temperature of the
electrons while the temperature of the protons is 1012 K, a wind results with
a terminal speed of the order of the speed of light, 300,000 km/s. Of course at
this point relativistic effects should be taken into account properly. For ultra-
relativistic flows the adiabatic sound speed is only c/

√
3; however, this is without

taking into account the existence of extended heating in the corona. Most of
all the heating by waves, in particular (torsional) Alfvén waves, could be very
efficient. For instance, it has been proven to be efficient enough, even with small
amplitudes, to explain the 800 km/s of the fast solar wind [99]. By extrapolation,
we may guess that it should be able to produce very high speeds in AGN outflows.
Waves of large amplitudes could be even more efficient, producing turbulence,
and this is not very different from the transient torsional Alfvén “wave” seen in
numerical simulations [56], except that the production of such waves should be
continuous.

In fact, this mechanism combined with magnetocentrifugal driving, has found
some success in the literature [64], like for the acceleration in the corona from
ADIOS [7], from a Keplerian disk [24], from a black hole magnetosphere through
a shock [34,52,55] or, more in general, from any kind of spherical corona [84,94,85].

Thus, thermal acceleration in a broad sense is likely to be as efficient as the
magnetic processes. We could then suggest that both may be at work in disk
winds for electron/proton plasmas (where it also allows to have higher mass loss
rates, as we already mentioned [24]) while the electron/positron pairs would be
more likely magnetically driven from a black hole magnetosphere. This seems
also to be suggested by recent numerical simulations [52,55] in which two flow
streams are accelerated near the black hole after passing through some shock
in the accretion disk. Despite the fact that the disk is governed by ideal MHD
and it is not clear if the simulations can hold more than one or two rotation
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times, it is worth to note that these simulations show a double component of the
wind, a inner magnetocentrifugally driven part and an external pressure driven
component.

4 Collimation

Once the outflows are accelerated, they will propagate in the form of either
collimated beams or uncollimated winds. However, apart for the case of the
solar wind, uncollimated flows are difficult to observe, while jets can be seen in
several astrophysical environments, from star formation regions to distant AGN.
This is mainly due to the much higher density inside jets as opposed to that in
loosely collimated winds. Furthermore, in radio-loud AGN where beams move at
relativistic speeds, the emission may be largely amplified by Doppler boosting if
the jet is pointed towards the observer, which is probably not the case in radio-
quiet sources. Again the two basic mechanisms responsible for collimation may
be of thermal or magnetic origin.

4.1 Pressure Confinement

An outflow is thermally confined if the surrounding medium has a higher pres-
sure than the flow, such that there is a pressure gradient forcing the outflow to
collimate along its ejection axis. In other words, only outflows underpressured
with respect to their surrounding environment may be thermally confined. In
fact, such a situation seems to occur in many extragalactic jets, as deduced from
X-ray data implying a hot plasma surrounding early-type galaxies and clusters
of galaxies [39].

The ’twin exhaust model” based on an analogy with the De Laval Nozzle, was
the first effort to thermally confine jets [12]. However, this confining mechanism
has been by now excluded because it requires the throat of the nozzle to be
located rather far from the central object, as it works for both collimating and
accelerating the flow. To remedy that, the idea of an external medium only
collimating the outflow has been suggested [36]. Meridionally self similar models
[94,85] have shown that cylindrical collimation could arise naturally from inward
pressure forces but with some contribution by the magnetic field, too. In a pure
thermally collimated flow the jet finally should collapse onto the rotational axis,
unless it rotates fast enough such that the centrifugal force may counteract the
external pressure. However, the strength of rotation is likely to be related to the
strength of the magnetic field (because of dynamo effects for instance) such that
a low magnetic field would indicate a weak rotation.

So thermal confinement may play a role in FR I and Seyfert types of AGN,
but probably not in FR II, which are known to have a very poor environment,
so there cannot definitely be a unique mechanism for all AGN.
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4.2 Poloidal Magnetic Confinement and Subfast Flows

With toroidal magnetic fields known to be unstable in tokamaks, it has been
suggested that toroidal confinement and pinching should be unstable, and col-
limation could be achieved by poloidal magnetic fields alone [91]. This is sup-
ported by the parallel magnetic field measured at small parsec scales in some
extragalactic jets [92]. However recent observations of highly optically-polarized
compact radio-loud quasars (HPQ) have shown that the electric vectors of the
polarized 43 GHz radio cores are roughly aligned with the inner jet direction
indicating magnetic fields perpendicular to the flow [66]. On larger scales, mag-
netic fields are also known to be perpendicular to the jet axis in FR II sources
while they are parallel to the jet axis in many FR I sources. However parallel
does not necessarily mean that it is not helicoidal and there is no toroidal field.
The parallelism could simply be due to a strong velocity shear across the jet’s
cross section as it is explained in [10].

Poloidal magnetic fields can induce some mild collimation in the outflow
in the region from the disk up to the Alfvén transition (see Fig. 7b) where
the plasma in the transfield equation governing the morphology of the flow is
basically dominated by magnetic forces. Beyond this distance, the jet becomes
superalfvénic and the hydrodynamics of the flow overcome magnetic forces, in
such a way that collimation will stop. To continue poloidal collimation on large
distances, the jet must remain subalfvénic. But then, the jet will be very sensitive
to shocks and instabilities that can propagate upstream from far distances and
destroy the whole equilibrium.

Similar problems occur in asymptotically cylindrical solutions [31,74] of radi-
ally self-similar disk-wind models. Subfast outflows as those proposed by Ostriker
[74] attain only low Alfvén Mach numbers and such solutions are structurally un-
stable [104]. In fact, as we already wrote, all the other solutions of those models
are terminated because of the spiral singularity (see Sec. 2.4).

4.3 Toroidal Magnetic Confinement and Stability

Another confining mechanism, which is in fact supported by observations [66],
is the magnetic confinement of the outflow by a toroidal magnetic field wound
around the jet, the so-called hoop-stress paradigm [92]. This mechanism works
both for under- and over-pressured jets. Observations of perpendicular magnetic
fields [66] imply that such beams carry some electric current that eventually
closes at their surface or outside. Note that the building of the toroidal magnetic
field is done at the expense of the Poynting flux. Thus, in a pure magnetic jet
all the Poynting flux cannot be converted to kinetic energy, if part of it remains
to confine the jet. Obviously reality in most cases, and particularly in the case
of AGN, may involve a combination of thermal and magnetic processes in the
acceleration and confinement of the outflow.

Despite the observations that we mention above, there is still a vigorous de-
bate on whether magnetic instabilities may ultimately disrupt the jet, or not. In
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particular, it has been shown in the context of a pure magnetic jet without ro-
tation that instabilities are always present [4]. Rotation in a pure hydrodynamic
flow is also known to have a destabilizing nature and hydrodynamic instabilities
may also disrupt the jet [14], though relativistic jets are more stable (see Aloy
this volume). However, the combination of toroidal magnetic fields and rotation
is more subtle, since the two ingredients act in opposite directions.

Recent numerical simulations and extended analytical work [48] gave support
to the result that magneto-rotational instabilities may develop rapidly. Such
instabilities for a cold plasma tend to favor the formation of an inner denser
core in a jet. Similar results have been obtained from a local analysis of the
ballooning modes [50], though there is no precise calculation of any growth rate.
In particular, the inner part of the jet with a vanishing current density on the
polar axis, is particularly unstable to magnetic shearing in this analysis.

On the other hand, a non linear analysis of current driven instabilities ([59]
and ref. therein) has shown that the instability instead of disrupting the jet leads
to a reorganisation of the current density. Instabilities in more complex jets from
Keplerian disks have also been studied [60] and present interesting structures,
again forming a dense core jet surrounded by a return current in a cocoon.

Parallely, magnetorotational instabilities have also been studied using the
flux tube approximation [44], which is likely to give the most unstable mode,
including only toroidal fields but with all the other ingredients, such as shearing
or buoyancy. This study agrees with the fact that jets with a Keplerian velocity
profile, as well as the outer region where the jet connects to the external medium,
are subject to strong instabilities. Conversely, the inner parts of a jet can be
completely stabilized for a flat, or a solid rotation profile, provided – and this
does not appear in the studies mentioned above – that there is an increase
of the density away from the axis. In this case jets from the central source,
like those obtained in meridional self similar models, should be more stable
than jets from Keplerian disks. It also explains the edge brightening seen in
some sources, because the instabilities are likely to occur mostly at the edges.
Eventually instabilities are sources of reacceleration in the plasma and ultimately
radiation. Finally, it suggests that hollow jets (not empty jets!) should be more
stable than dense core ones.

Altogether, then it follows from both, observations and theoretical studies,
that one better be careful before claiming that toroidal instabilities will disrupt
rotating MHD jets. However, instabilities do in general exist and they are obvi-
ously a crucial element for explaining a few structures we see in both observed
jets and simulations. The issue is rather crucial and is a subject by itself in this
volume (see the article by Aloy).

4.4 Asymptotic Equilibria

With hoop stress and pressure gradients collimating winds into jets, it is inter-
esting to wonder which kind of asymptotics the outflow takes. A useful general
analysis for magnetically dominated flows has been performed by Heyvaerts &
Norman [47], generalized to relativistic flows in [33].



Jet Formation and Collimation 61

In the case where pressure and centrifugal forces drop asymptotically faster
than the magnetic forces do, then the final equilibrium state should be force-free,
and the asymptotical morphology of the flow is related to the electric current
flowing. To summarize, a given flux tube collimates to

• cylindrical asymptotics if there is a net poloidal current spread in it;
• paraboloidal asymptotics if the net poloidal current is zero;
• radial asymptotics if there is a net current but it flows inside the region of

the radial asymptots.
Of course, the whole jet could be in principle cylindrical if the return current
lies outside the jet or, in a current sheet (cf. observations [66]). Note that flows
with return current sheets are known to exist and the best example where it is
observed and measured in situ is the solar wind. However from the analysis of
Heyvaerts & Norman (1989) the possibility of mixed asymptotics with cylinders
surrounded by cones (=radial asymptotics) is not excluded. Asymptotic solutions
of such flows have been successfully constructed especially in the context of
relativistic flows either for pure cylindrical asymptots [37]) or mixed radial and
cylindrical (e.g. [69],[16]).

An analogous analysis to [47] has been recently proposed, which nevertheless
arrives to opposite conclusions [72]. It extends the study to the quasi-asymptotic
domain (called asymptotics), i.e. for z ∼< ∞ and connects the curvature of the
streamlines to the direction of the current density. It is shown that the colli-
mating part of the outflow is related to the enclosed current, while the outside
region of return current should cause the outflow to decollimate. However, it is
postulated that cylindrical and radial asymptotics are not accepted as a valid
possibility in MHD outflows because of their “violation of causality” and be-
cause cylinders correspond to a specific direction, as claimed therein. Instead, a
continuous deflection towards the polar axis or the equatorial plane is preferred.
However, this inevitably leads to an inconsistently infinite density there while
close to the polar axis the underlying assumptions are not valid any longer as we
explain below. A more interesting relativistic generalisation of these results is
obtained in [5] where collimation is not rejected as a possibility but it is pointed
out that the presence of decollimated flows could explain strong equatorial flows
seen around several compact objects.

All previous results rely on the strong hypotheses that pressure and centrifu-
gal forces drop asymptotically. In order to have this, two assumptions are made.
First, that the cylindrical radius of any flux tube is assumed to be much larger
than its value at the Alfvénic transition �/�a → ∞ – this is not necessarily
true for cylindrical asymptots even for � 
 �a. Second, it is assumed that we
do not remain too close to the polar axis [72]. More general asymptotics have
been found [84,94,85] including pressure and rotation but using the assump-
tion of meridional self-similarity which cannot hold indefinitely far from the axis
(where the return current is well known to exist for instance). Cylindrical and
radial asymptots are found in agreement with the Heyvaerts & Norman [47]
conclusions despite the different assumptions.
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Then, after considering the asymptotic behaviour in general, one needs to
connect it to the source [37,58] and if possible by solving selfconsistently the
transfield equation [84,94,103,85,16,96], a topic we take up in the next section.

5 On a Possible Classification of AGN

5.1 An Energetic Criterion for the Collimation of Outflows

Apparently a missing parameter in the vertical classification of AGN in Fig. 2
corresponds to a variation in the degree of collimation, going from the winds of
Seyferts, to the jets from FR I and then to the powerful jets from FR II type of
AGN. Thus we need a criterion for collimation to get a quantitative information
on how much the flow will expand. In fact several models have found a ‘fastness
parameter’ α given by

α2 =
LΩ

V 2
a

, (1)

where LΩ is again the energy of the magnetic rotator and Va the poloidal Alfvén
velocity at the Alfvén transition where � = �a. This parameter was originally
introduced by Michel [67] to measure the fastness of the magnetic rotator which
accelerates the flow of a cold plasma. In an equatorial wind, when this energy
dominates we have a fast magnetic rotator and the wind is magneto-centrifugally
driven. Conversely, when thermal acceleration is dominant the magnetic rotator
is termed slow. It appeared that α also controls the degree of collimation in
several analytical models (e.g. Ferreira [40], Léry et al. [58]). In the numerical
approach followed by Bogovalov & Tsinganos [16,96] the degree of collimation is
determined by a similar parameter α expressing the ratio of the angular velocity
times the Alfvén spherical distance to the initial constant speed of an initially
nonrotating split-monopole type of a magnetosphere.

In fact in most of these models boundary conditions were exactly spherically
symmetric on the source except for rotation [58,16] or, the magnetocentrifugal
forces were dominant in collimating and accelerating the flow [40]. If gas pressure
gets important and/or the boundary conditions in density are not spherically
symmetric, there seems to be some changes in the degree of collimation, although
the role of the fastness parameter remains qualitatively the same [96,24]. In the
meridionally self-similar approach followed by Tsinganos et al. [84,94,103,85] the
degree of collimation is not only related to the fastness parameter but also to
the distribution of the thermal content. In particular, specific criteria for the
collimation of winds were derived in the frame of these models [84,85] that we
shall summarize here.

Usually in an outflow the thermal input in the form of internal energy and
external heating is not all fully converted into other energy forms: unless the
terminal temperature is zero, there remains some asymptotic thermal content,
h(∞, A). By subtracting from the total energy E(A) the heat content at infinity,
h(∞, A), we obtain a new streamline constant, Ẽ(A), which will be the total
convertable specific energy along the given streamline A, i.e., the energy which
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can be converted to other forms. Finally, the volumetric total convertable energy
is ρ(r,A)Ẽ(A).

It turns out that in meridionally self-similar flows the difference of the volu-
metric convertable energy between a nonpolar streamline and a polar streamline
normalized to the volumetric energy of the magnetic rotator ρ(r,A)L(A)Ω(A)
is a constant ε′ [85],

ε′ =
ρ(r,A)Ẽ(A) − ρ(r,pole)Ẽ(pole)

ρ(r,A)L(A)Ω(A)
. (2)

This quantity ε′ plays a crucial role in the asymptotic shape of the stream-
lines, in the sense that the necessary condition for cylindrical asymptotics is
ε′ > 0. In other words, cylindrical collimation is controlled by a single parame-
ter, ε′, representing the variation between a fieldline A and the pole, of the sum
of the (volumetric) poloidal and toroidal kinetic energies, the Poynting flux, the
gravitational potential and the converted thermal content.

If everything is homogeneous in the medium except rotation and the energy
of the magnetic rotator, which always increases away from the axis, then this
parameter is very similar to the fastness parameter (ε′ ∼ α2). Conversely, if the
density increases also substantially away from the axis while temperature drops
so much that the thermal heating cannot lift the plasma, acceleration will be
done at the expense of the Poynting flux. Thus the Poynting flux won’t be any
longer available to collimate the flow and the degree of collimation will decrease.

In the specific model we are describing, this can be put in a more quantitative
form because this parameter splits into two terms [85]:

ε′ ≡ µ+ ε . (3)

µ represents the variation across the streamlines of the thermal content that is
finally converted into kinetic energy and gives a measure of the thermal pressure
efficiency to collimate the outflow. ε is the efficiency of the magnetic rotator to
collimate.

In fact µ can be written

µ =
P (r,A) − P (r,pole)

P (r,pole)
V 2

∞
V 2∗

, (4)

where V∞ and V∗ are the polar asymptotic and Alfvén speeds, and P (r,A) the
pressure along the streamline A. For under-pressured flows (µ > 0) the pressure
gradient force is outwards helping collimation. Conversely, over-pressured jets
(µ < 0) and iso-pressured jets (µ = 0) can collimate only magnetically.

On the other hand, the parameter ε is equal to the excess of the magnetoro-
tational energy on a nonpolar streamline which is not used to drive the flow, in
units of the energy of the magnetic rotator. It can be evaluated at the base of
the flow ro,

ε =
LΩ − ER,o +∆E∗

G

EMR
. (5)
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with

∆E∗
G = −GM

ro

[
1 − To(α)

To(pole)

]
, (6)

where G is the gravitational constant, M the central mass and To the tempera-
ture at the base of the flow ro. The energy of the magnetic rotator ΩL is mainly
stored in the form of Poynting flux, i.e. ER,o (the rotational energy) is usually a
negligible quantity in the above expression. In other words, εmeasures how much
of the energy of the magnetic rotator is not used to escape the gravitational well
and is available for magnetic collimation alone. If there is an excess of this en-
ergy on non polar streamlines, magnetic forces can collimate the wind into a jet.
Thus, when ε > 0 we have an Efficient Magnetic Rotator (EMR) to magnetically
collimate the outflow into a jet, and an Inefficient Magnetic Rotator (IMR) if
ε ≤ 0 [85].

Results are summarized in Fig. 8 in the parameter space with typical solutions
represented in the poloidal plane. For each solution, the lines are simply a cut
in this plane of the magnetic flux tubes, i.e. a projection in this plane of the
wounded streamlines as in Fig. 4. First we see that jets from EMR are very
well collimated independently of being under- or over- pressured, as illustrated
with the solution in Fig. 8a. For IMR the situation is more complex. If the flow
is iso- or over-pressured it cannot collimate so it is conical with an asymptotic
vanishing pressure as shown in Fig. 8c. Even if it is under-pressured at the base
but with vanishing pressure or becoming over-pressured asymptotically as shown
in Fig. 8b the cylindrical collimation is very loose because it is due only to the
presence of a weak magnetic field. Conversely, if the pressure remains strong all
the way it can refocalize strongly the jet and squize it as in Fig. 8d). In fact this
last situation looks like a stopped jet somehow.

5.2 Application to the Classification

We found that the asymptotic morphology of the outflow is controlled by the
efficiency of the magnetic rotator and the pressure gradient across the stream-
lines, Eq. (3). The same model shows interesting jet solutions in relation with
the various flows seen in AGN (Fig. 8), so we can try to use it in understanding
their taxonomy. The efficiency of the magnetic rotator is related to the magnetic
properties of the central object in the AGN and/or its disk while the pressure
gradient is related to the pressure variation across the streamlines. We may as-
sume that this can be somehow related to the environment through which the
jet propagates (this is of course an extra assumption to the model itself). Thus,
we may discuss the following possibilities in the framework of the classification
scheme of AGN shown in Fig. 2, as they are summarized in Table 1 (this scheme
is also shown on the top of Fig 8). In this classification, we move from Type
2 to Type 0 because of orientation effects, as we already discussed. The new
interesting element is that a classification from one class to another results now
as the efficiency of the magnetic rotator and the environment change.

(I). Inefficient magnetic rotators, ε ∼< 0, corresponding to radio-quiet AGN
(Seyferts, etc. . . ) with uncollimated or, loosely collimated outflows. One possi-
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Fig. 8. Degree of collimation obtained as a function of the asymptotic transverse pres-
sure gradient (vertical axis) and the efficiency of the magnetic rotator (horizontal axis)
with typical solutions for winds in (b) and (c), jets in (a) and stopped jets in (d). EMR
are on the left, IMR on the right, underpressured jets on top and overpressured flows
below. “R” corresponds to the domain or radial asymptotics, “P” to paraboloidal ones
and “C” to cylindrical. See text for details. After Sauty, Tsinganos and Trussoni [85].

Table 1. AGN classification according to orientation and efficiency of magnetic rotator

Radio-emission (Type: 2, 1, 0) Magnetic Rotator, ε Collimation, ε′

Quiet (Sey.2, Sey.1, BAL & QSO) Inefficient, ε � 0 Weak, ε′
∼< 0

Loud (FR I, BL Lac) Intermediate effic., Good, ε′
∼> 0

ε ∼ 0

Loud (FR II, BLRG & SSRQ, FSRQ) Efficient, ε > 0 Tight, ε′ > 0

bility is that ε′ < 0 such that the AGN produces a radially expanding outflow
(Fig. 8c). This may happen if the source is in a rich environment such that
latitudinally we have an over-pressured outflow µ > 0. The other possibility is
that ε′ ∼> 0, i.e. ε′ is marginally positive such that the AGN produces a ‘weakly’
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collimated jet, i.e., collimation occurs slowly at large distances (Fig. 8b). This
may happen, for instance, if we have a latitudinally under-pressured outflow,
µ > 0. Hence, if the central source is an IMR (ε ∼< 0) the density drops quite
rapidly with the radial distance and this could be related to the weaker outflows
in Seyfert 1 and 2 galaxies and radio-quiet QSO’s. We cannot exclude that in
this case if pressure does not drop rapidly enough we have a stopped jet like
in (Fig. 8d) with a shock at the refocalizing point, as it has been suggested for
Seyferts (e.g. [82]).

(II). Efficient magnetic rotators, ε > 0, corresponding to radio-loud AGN of
high luminosity with well collimated and powerful jets (FRII, etc. . . ). In this
case, since ε obtains high positive values, we have a tightly collimated jet (Fig.
8a), regardless of the value of µ, i.e., regardless if the jet propagates in a rich or
poor environment.

(III). Intermediate efficiency magnetic rotators, ε′ > 0, corresponding to
radio-loud AGN of low luminosity (FRI, etc. . . ) with collimated jets. The two
possibilities are either that ε is marginally positive and µ < 0, or, ε is marginally
negative and µ > 0. In this case, we always have ε′ > 0 and hence the outflows
always have asymptotically cylindrical flux tubes. Note also that many extra-
galactic jets, as deduced from X-ray data on the hot surrounding plasma, seem
to be propagating in rich environments [39]. For example, this seems to be the
case with FRI type of Radio Galaxies [80].

If the strength of the magnetic rotator reduces, one expects a smooth tran-
sition from a jet to a loosely collimated wind and finally to a radial wind. This
would correspond to moving from the radio-loud quasars and Blazars of Fig. 2 to
the radio-quiet Seyfert galaxies and QSO’s. The same transition would be true
if the closeby environment, possibly the corona of the central engine, becomes
more and more dense. This is also consistent with the different kinds of parent
galaxies: early-type (with very low density interstellar gas) for radio-loud AGN,
Blazars, QSO, and spiral galaxies for Seyferts.

Despite that the model on which our conclusions are based is clearly nonrel-
ativistic, we conjecture that its basic trends should be preserved in relativistic
cases as well if we rely on previous relativistic extensions of non relativistic re-
sults [33]. However, collimation of relativistic winds from a spherical source (see
[16]) seems rather difficult to achieve because the plasma has a very high ef-
fective density in this case (something that somehow fits into the criterion for
collimation we previously discussed). This can be solved in two ways. Either, the
jet is launched almost along its rotational axis as it is usually done in numerical
simulations of relativistic disk winds, or, there is in fact an indication that the
relativistic pair plasma beam is confined by an heavier more extended hadronic
component which is not relativistic or only mildly so (cf. [46]).
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6 Concluding Remarks

In this review we started with a long catalogue of the taxonomy of outflows from
AGN and µQuasars but soon we realized that all such outflows share common
characteristics that can be understood in physical terms.

First, magnetic collimation of winds into jets appears to be a rather gen-
eral property of the MHD equations governing plasma outflows (the hoop stress
paradigm) and is likely to survive the instabilities of the toroidal magnetic field,
although such instabilities indeed must be present and can deeply modify the
morphology of the outflow. Pressure gradients also contribute to confine the out-
flows in addition to toroidal magnetic fields. In extragalactic jets and on scales
of several kpc, pressure confinement by the environment seems to be present
especially in the less luminous and less collimated ones, while close to the center
the jet may be either magnetically or thermally confined.

Second, the transformation of magnetocentrifugal energy into kinetic energy
seems to be a natural driving mechanism for outflows from black hole magne-
tospheres and accretion disks, but the presence of very hot coronae in AGN
and the necessity to have a thermal driving along the rotational axis indicates
that the contribution from the thermal energy is essential, if not dominant, with
appropriate heating processes occurring in the plasma.

And third, the jet composition is likely to be made of both electron/positron
pairs and electrons/protons, the first being more likely to be extracted from
the central magnetosphere while the second from the more extended corona and
surrounding disk.

The MHD acceleration/collimation mechanisms can work in very different
astrophysical scenarios, whenever we have a rotating magnetized body such as a
supermassive black hole surrounded by an accretion disk. Even though the basic
thermal/magnetic driving and confining mechanisms discussed here should be
qualitatively valid also for relativistic velocities, more detailed modeling of such
relativistic jets from AGN is needed at this point. However a consistent modeling
of jets in AGN requires the crossing of all MHD singularities. And we have seen
how difficult it is to solve the steady equations and how important it is to put
the boundary conditions in numerical simulations carefully. At this point the
analogy of horizon/limiting characteristics and ergosphere/elliptic-hyperbolic-
transitions may be of some help in the future as there is already a long experience
in numerical simulations of black holes and how to tackle with this difficulty.

Finally, we have reviewed the standard unification scheme of AGN. The fact
that some classes of objects transform into other classes with the viewing angle
seems to be basically secure by now. And, in this article we added that there
is a physical criterium separating the various classes among themselves. We
see that the degree of collimation does not depend only on the spin of the
central black hole or the fueling or the composition of the environment, but in a
subtle composition of all these processes which can be expressed in terms of the
energetic distribution. In this sense it allows to reconcile the different scenarios
proposed to explain the taxonomy of winds and jets around compact objects, in
particular the FRII/FRI dichotomy.
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The Evolution
of Classical Double Radio Galaxies
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Abstract. Being immensely powerful, and hence detectable out to great distances,
classical double radio galaxies have long been recognised as cosmological probes of
great potential. Before this potential can be realised, it is necessary to understand the
physical mechanisms by which these objects evolve and change with time. This chapter
describes how to deduce from classical double radio source observables (luminosity,
spectral index, redshift and linear size) the essential nature of how these objects evolve
and the true relationships between the underlying physical parameters (jet-power, age
etc). I discuss the key role played by hotspots in governing the energy distribution of
the lobes they feed, and subsequent spectral evolution.

1 Unavoidable Problems. . .

Figure 1 is a cartoon illustration of the nature of the problem to be solved in de-
ducing how radio galaxies change with time. The cone shape represents our light-
cone while the short arrows represent the timelines of individual radio galaxies
whose lifetimes are short (probably a few 108 yrs) compared with the Hubble
Time (probably a few 1010 yrs) though rather long compared with observational
timescales (<∼ 102 yrs). One key problem is that we cannot observe any given
radio galaxy at well-separated intervals throughout its lifetime and hence we
cannot observe how its different physical parameters change with time. We can,
however, observe a whole sample of radio galaxies all of which have intercepted
our light-cone at different, random points in their lifetimes. After accounting for
relevant selection functions, one can then disentangle how the observed distri-
bution of, for example, the luminosities and physical (linear) sizes of the radio
galaxies in the sample, having different ages and jet-powers, maps to the un-
derlying relationship between luminosity and linear size in an individual radio
galaxy as a function of jet-power and age.

1.1 . . . and Selection Functions

One such selection function is determined by the finding-frequency of the survey.
Different frequencies even within the radio regime, for example 151MHz and 1.4
GHz, probe different populations as a result of rather different selectivities: added
complexities come from the fact that across different radio-frequency regimes
different physical processes are responsible for the emission.

At low frequency (e.g. 151MHz rest-frame) the observed radiation from clas-
sical double radio galaxies is dominated by emission from their lobes, and this
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Fig. 1. A schematic illustration of our light-cone. Each arrow represents the timeline
of a radio source, whose lifetime is short compared to the Hubble time. Only those
arrows which intercept our light-cone are those which we can observe. The point in a
radio galaxy’s lifetime when it is intercepted by our light-cone is of course random.

emission is largely isotropic. In GHz regimes a rather higher fraction of the lu-
minosity comes from the cores and the hotspots. When fast-moving jet-material
is moving along a direction close to our line-of-sight the phenomenon of Doppler
boosting enhances this emission very significantly and in well-understood ways
(Begelman, Blandford & Rees 1984). In this way a GHz finding-frequency can
preferentially select objects with a small angle to the light-of-sight which may in-
trinsically have low jet-powers. In addition with GHz surveys very young sources
such as GPSs/CSOs may be found which are often synchrotron self-absorbed or
free-free absorbed at lower frequencies.

Unfortunately, the effect of a single finding-frequency varies as a function of
the redshift of the sources being surveyed. For a given survey finding-frequency
νobs, the emission of a particular radio galaxy at redshift z is sampled at rest-
frame (1 + z)× νobs. So for example a finding-frequency of 330MHz samples an
object at redshift z = 5 at a frequency of over 1GHz in its rest-frame.

These are the first hints that a radio survey, even one with a low finding-
frequency, even when completely identified with spectroscopically determined
redshifts, does not constitute a ‘randomly-drawn, uniform sample’ of classical
double radio sources over all redshifts.

2 What Are Radio Galaxy Observables?

The primary observables for a given radio source are, for the purposes of this
chapter, to be regarded as (1) the redshift (z) of the active nucleus associ-
ated with the radio structure, (2) the physical or linear size (D) of the radio
structure [derivable from the redshift and the direct measurement of the angular
separation of the hotspots at the outermost edges of the radio lobes, in some
chosen cosmological model], (3) the spectral shape (α) of the radio emission
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(derivable from measurements of the flux density of the source over a range of
radio frequencies, see §3.1) and (4) the luminosity (P ) at some common rest-
frame frequency derived from the spectral shape and the redshift in the same
chosen cosmological model. This gives a 4-dimensional parameter space of ob-
servables (see Fig. 2) from which we have to determine the relationships between
the underlying physical parameters of radio sources. These physical parameters
include the bulk kinetic power transported by the jets, and the age of the radio
source as we observe it. In the 4-D space, we have 6 pairs of observables whose
interdependences (or lack, thereof) have to be considered. After some consider-
ations about the correct way to measure each of these observables, we look at
each of these six dependences in turn.

Fig. 2. The 4-dimensional P , D, z, α space of the observables. In this space, we have
6 pairs of observables whose interdependences (or lack, thereof) have to be considered.

3 Measurement of Source Properties

3.1 Spectral Index

The integrated spectra of classical double radio sources are frequently observed
to be curved, in the concave sense (see Fig. 3). Rather more rarely they are
observed to be power-laws, though surprisingly frequently this is the assumed
form of the spectrum used in radio source modelling in the past.

In order to properly measure the spectral index at a common rest-frame
frequency, it is necessary to fit the curvature of the spectra and perform a k-
correction to take account of the redshifted sampling of the spectra. All members
of the 3C, 6C and 7C complete samples used in the study of Blundell, Rawlings &
Willott (1999) had spectral fitting and k-corrections performed using flux-density
measurements from the literature for each object at 365 MHz, 408 MHz, 1.4 GHz
and 4.86 GHz in addition to measurements from pointed VLA observations as
well as from the survey measurements at 151MHz (and in the case of the 3C
sample, lower frequencies still from Laing & Peacock 1980). Hereafter in this
chapter I refer to the instantaneous slope of the log flux-density – log frequency
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Fig. 3. Figure to illustrate the integrated spectral shapes of radio sources, deduced
from the many surveys which are available to us these days. The traditional measure-
ment of spectral index (the gradient of the curve on a log flux-density v. log frequency
plot) assumes that the spectrum follows a simple power-law. A correct measurement
of spectral index involves fitting the curvature of the spectrum and correcting for the
redshifting of the emission.

Fig. 4. Left: The integrated spectra of radio sources at low rest-frame frequency is
dominated by emission from the lobes. Right: At high (GHz) rest-frame frequency
this emission is contaminated by emission from the hotspots and core. The mapping
between the jet-power and the luminosity of the core and the hotspots is less direct
than the mapping between the jet-power and the luminosity of the lobes.

plot evaluated at rest-frame 151MHz as the spectral index at 151MHz or αlo,
and evaluated at rest-frame 5GHz as the spectral index at 5GHz or αhi.

3.2 Luminosity

While it is a good observable, luminosity is not a fundamental property of a
radio source in the sense that it is not a direct measure of the rate at which
energy is transported by the jets i.e. it is not the underlying jet-power of a
radio source. This is because in addition to depending on the details of the
environment into which the source is expanding, the luminosity also depends
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on the magnetic field distribution and the distribution in Lorentz factor of the
synchrotron particles and on the age of the source. This is true even if the
bulk kinetic jet-power remains constant. The luminosity also depends on the
frequency regime in which it is being evaluated, for example, it is especially
but not exclusively true for those objects having significantly Doppler boosted
core emission. For the source described here, all luminosities are evaluated at
rest-frame 151MHz, following the spectral fitting procedure mentioned in §3.1.

3.3 Redshift

The ideal way to measure a redshift is by comparing the observed wavelengths
of identified emission lines with their rest-frame wavelengths. Many studies of
samples of radio sources in the past have required the use of redshift estimators
for a significant fraction of the sample (e.g. Dunlop & Peacock 1993). The most
common estimator employs the K–band (2.2 µm) magnitude. Use of this estima-
tor is motivated by the small spread in the near-infrared Hubble Diagram (K–z
relation) for radio galaxies in the 3C sample (Lilly & Longair 1984; Best, Longair
and Röttgering 1998). It is now known that simple extrapolation of the 3C rela-
tion to higher redshifts and/or to fainter radio samples (which contain a smaller
fraction of radio luminous sources at any given redshift) leads to both large un-
certainties in the estimated redshifts, and to systematic biases (Rawlings et al.
1998). For the sources in the 3C, 6C and 7C samples used in the study described
here, the redshifts are almost exclusively spectroscopic. In the very few cases
where spectroscopic redshifts had not been secured they were estimated by ob-
taining multi-colour (optical and near-infrared) information and fitting spectral
energy distributions (SEDs) with template galaxy spectra (Willott, Rawlings &
Blundell 2001).

3.4 Linear Size

Angular sizes of radio sources are measured by taking the sum of the separation
from the core to each hotspot or, in the absence of a core, the hotspot-to-hotspot
separation. Angular sizes are converted into linear sizes using the redshift of
a source and assuming a particular cosmological model (e.g. Carroll, Press &
Turner 1992).

4 Minimizing the Effects of Spurious Correlations

4.1 Luminosity and Redshift Dependences

The consequences of a flux-limit, together with the rarity of classical doubles in
the local Universe mean that for a single sample, such as 3C, there will be a tight
correlation between the luminosities (P ) and redshifts (z) of the members of that
sample. This is known as the P–z degeneracy. This is illustrated in the left panel
of Fig. 5. Developing models of radio sources based on just a single flux-limited
sample runs the risk of modelling and misconstruing the P–z degeneracy.
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Fig. 5. Left: The coverage of the P–z plane by the 3C sample gives a very tight corre-
lation of luminosity and redshift. The lower boundary of the distribution of points is
caused by the flux-limit of this survey (originally 10.9 Jy at 178MHz). Right: The study
of Blundell, Rawlings & Willott (1999) is based on three complete samples selected at
different flux-limits at 151MHz, a frequency sufficiently low that Doppler biases are
unimportant. See discussion on the finite widths of these regions in Blundell, Rawlings
& Willott (1999).

To circumvent such a problem, coverage of the P–z plane was increased
by using complete samples of radio sources which are selected at lower flux-
limits (Rawlings et al. 1998). While the flux-limit of the 3C sample is 12 Jy at
151MHz, the flux-limit of the faintest sample (7C) is 0.5 Jy. This was a huge and
painstaking observational effort but means that for the first time at low frequency
coverage of the P–z plane is substantially improved over that obtained from 3C
alone as illustrated by the right panel in Fig. 5. This is essential in the quest to
deduce the true dependences between the four observables, P , D, z and α.

5 Salient Correlations and Non-correlations

This section describes in general terms the main dependences and their interpre-
tations; no statistical justification is here presented (statistics are not, after all,
as interesting as they are important) but a thorough statistical analysis of these
and other dependences may be found in Blundell, Rawlings & Willott (1999).

5.1 The D–αlo Dependence

In measuring spectral index in the accurate way described in §3.1, a new depen-
dence between one pair of the [PDzα] observables was discovered. Fig. 6 shows
that the greater the linear size of a radio source the steeper is its low frequency
spectral index. This was the strongest correlation found out of all of those for the
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complete samples studied by Blundell, Rawlings & Willott (1999). This depen-
dence is likely to be a consequence of adiabatic expansion losses and is telling us
that the magnetic fields decrease as the lobes expand, for the following reason.
(Other possibilities are considered, and rejected, in Blundell, Rawlings & Willott
1999.) For a fixed observing frequency ν, the relationship between the Lorentz
factor (γ) of the particles giving rise to that emission and the ambient magnetic
field B is given by:

γ =
(

me

eB
2πν

) 1
2

, (1)

where e is the charge on an electron and me is its rest-mass. Thus as the mag-
netic field decreases, higher-γ particles will be responsible for radiation at that
fixed observing frequency. Since for lobe emission the spectrum of the energy dis-
tribution of particles is steep and frequently curved these higher-γ particles will
be from a steeper part of the energy distribution, and hence a higher rest-frame
151MHz spectral index will be observed. Thus emission at this particular fre-
quency from the larger (probably older) linear size objects is likely to arise from
higher Lorentz factor particles than those in smaller (probably younger) linear
size sources. Another, important, way of looking at this is to consider that if as
a source increases in age its magnetic field decreases as it expands the Lorentz
factors of particles responsible for the emission at some fixed frequency gradually
increase. The canonical energy distribution of synchrotron particles (that there
are fewer as one considers higher Lorentz factors) means that as higher Lorentz
factor particles provide the emission at the fiducial frequency so the luminosity
of the source must decrease since there are fewer particles.

5.2 The P–αlo Correlation

A correlation between the luminosities of classical doubles and their spectral
indices was first suggested in 1960 by Heeschen, and more recently by Laing &
Peacock (1980). We find this correlation to be present for the combination of the
3C, 6C and 7C complete samples in the sense that the more powerful the radio
source, the steeper is its low-frequency spectral index. Note however that it is
only with the combination of complete samples used in the study of Blundell,
Rawlings & Willott (1999) which has broken the P–z degeneracy that one can
be sure that this truly is a dependence of P and α rather than z and α (the
relationship, or lack thereof, between this pair of observables is discussed in §5.3
and 5.4).

One way of depicting the P–α correlation is to show for the P–z plane the
effects of low-frequency spectral index on the flux-limits and how sources from
the different complete samples cluster around these flux-limits (see Fig. 7).

We have modelled this P–α correlation as coming from a dependence of
the steepness of the energy distribution of particles injected into the lobe on
jet-power. We do not presume that the injection spectrum is universally given
by a power-law with the canonical value of α = 0.5. We model the steepening
of the energy distribution of particles as being controlled largely by classical
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Fig. 6. The linear sizes of the radio sources plotted against their spectral indices eval-
uated at 151MHz in the rest-frame. If one focusses just on the dark (3C; Laing, Riley
& Longair 1983) points a very tight correlation is seen between this pair of observables.
Such a correlation only becomes apparent if the spectral shape is correctly fitted and
de-redshifted as described in §3.1.

Fig. 7. The luminosities of the radio sources plotted against their redshifts, with the
flux-limits for the samples overlaid for different assumed values of the low-frequency
spectral index. Only the 3C and 6C samples are plotted; the 7C data are omitted for
clarity but may be seen in figure 7 of Blundell, Rawlings & Willott (1999). It can be
seen that those 3C sources with P > 27.5WHz−1 sr−1 all avoid the region between the
α = 0.5 flux-limit and the α = 0.8 flux-limit. There is no such avoidance seen for the
lower-power 6C sources over the same redshift range.
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synchrotron loss suffered in the high magnetic field of the hotspot. We specifically
invoke that the hotspot magnetic fields are higher in those sources with higher
jet-powers (as detailed in Blundell, Rawlings & Willott 1999). We choose to
normalise this dependence of hotspot magnetic field on jet-power by assuming
equipartition (of the energy in the radiating particles and the energy in the
magnetic field) in the hotspot (for which there is good evidence in the case of
Cygnus A, Harris, Carilli & Perley 1994). The significance of a higher magnetic
field in the hotspot is that it changes the energy distribution of the plasma
which is in the hotspot. If this plasma has its energy distribution steepened in
the hotspot it will remain steepened when it is in the lobe. It is interesting in
this regard that Dennett-Thorpe et al. (1999) find for a sample of 3C sources
that the spectral indices of the hotspots themselves are steeper with increasing
redshift (or luminosity equivalently, since this is for a single flux-limited sample)
— see their figure 4.

The role of the hotspot is further discussed in §6.

5.3 Redshift and Low-Frequency Spectral Index

The low-frequency spectral index αlo (evaluated at 151MHz in the rest-frame)
is less subject to the effects of synchrotron and inverse Compton losses off the
CMB than higher-frequency spectral indices (αhi) evaluated in the GHz regime.
As such, αlo is potentially a closer indicator of the energy distribution as initially
injected than is αhi. We find that there is no dependence on redshift of αlo, as
shown in Fig. 8 (upper panel).

5.4 Redshift and High-Frequency Spectral Index

In contrast with the picture in §5.3 there is a tendency for the GHz spectral index
to increase with increasing redshift in Fig. 8 (lower panel). This points to the
increasing importance of inverse Compton losses off the CMB with increasing
redshift for the lobes, which was first pointed out by Krolik & Chen (1991).
Note that this tendency is to some extent offset by the increasing fractional
contribution of the core and the hotspots (with their rather different spectra
and dominant loss mechanisms) to the luminosity at GHz frequencies.

5.5 The D–z Correlation

The ‘linear-size evolution’ of radio sources has been known for many years (Ka-
pahi et al. 1987, Barthel & Miley 1988). The combination of complete samples
selected at low frequency by Blundell, Rawlings & Willott (1999) shows a de-
crease of linear size with increasing redshift which is quite mild (see Fig. 9),
in the sense that the parameterisation of linear size at constant luminosity and
spectral index is given by D ∝ (1+z)−0.96. We return to the physical mechanism
responsible for linear-size evolution of classical double radio sources in §6.
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Fig. 8. Upper panel: redshift v spectral index evaluated at 151MHz in the rest-frame.
Lower panel: redshift v spectral index evaluated at 5GHz in the rest-frame.
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Fig. 9. The linear sizes of the radio sources from the complete samples studied by
Blundell, Rawlings & Willott (1999) versus their redshifts.

5.6 The P–D Plane

The P -D plane depicted in Fig. 10 shows that there is no strong correlation
between the luminosities and linear sizes of radio sources in the combination of
complete samples. Given the sampling functions alluded to at the start of this
chapter which influence the nature of the objects are selected by our surveys, it
should not be claimed that the absence of a correlation between P and D in this
plot in any way might imply that for any given source as D grows, P will not
evolve.

6 Refining Models for Luminosity Evolution

We have formulated a model for evolving radio galaxies which reproduces the
above dependencies, and others, and this is detailed in Blundell, Rawlings &
Willott (1999). This model is the first model for radio galaxy evolution which
incorporates the role played by the hotspot.

A key feature of the model is that we decouple the role played by the ‘head’
of the radio source (the outermost region of the lobe, see Fig. 11), which drives
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Fig. 10. The luminosities of the radio sources from the three complete samples versus
their linear sizes.

Fig. 11. Illustration of the nomenclature of a radio galaxy as used throughout this
chapter.
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the expansion of the radio source, from the distinct role played by the ‘hotspot’
(the compact region of enhanced surface-brightness towards the outer edge of
the radio lobe) which is likely to cause significant radiative losses because of its
high magnetic field. The role played by the hotspot has two aspects.

First, the magnetic field of the hotspot causes significant radiative losses on
synchrotron particles during their dwell-time in the hotspot, in the period of
time before they are injected into the lobe. We were led to this as discussed in
§5.2 by our observation that the radio sources in our complete samples seemed to
strongly indicate that the more luminous a radio-source was, the steeper its low-
frequency spectrum was (for example, when evaluated at rest-frame 151MHz).
This rest-frame frequency regime is dominated by emission from the lobes, rather
than from hotspots and cores, as is the case at GHz frequencies. Modelling
a steeper spectrum in a more powerful source came naturally out of invoking
stronger magnetic fields (hence stronger radiative losses) in sources with higher
jet-powers. By equating the jet-thrust and the pressure in the compact hotspot,
and invoking equipartition in the hotspot, we find that the magnetic energy
density in the hotspot is proportional to the bulk kinetic power transported in
the jet.

Second, as a plasma element expands out of a compact hotspot into a lobe
whose pressure is considerably lower (and continues to become lower as the
radio lobe expands and gets older) it suffers enhanced adiabatic expansion losses
compared to the expansion losses suffered by that element of plasma once it
continues to dwell in the lobe. This is consistent with observations of classical
doubles which invariably show highly compact hotspots — embedded towards
the outermost edges of the smooth, low surface-brightness, extended emission
which comprises the lobe — albeit with a bewildering menagerie of shapes and
structures (Leahy et al. 1997, Hardcastle et al. 1997 & Black et al. 1992).

Early models (Scheuer 1974; Baldwin 1982) as well as more recent models
(Kaiser, Dennett-Thorpe & Alexander 1997; Blundell, Rawlings & Willott 1999)
of radio source evolution, which make reasonable assumptions about the envi-
ronments into which radio sources expand, predict that the luminosity of any
individual radio source decreases as time — or age — increases. This luminos-
ity decline is enhanced when the role of the hotspot is included and illustrative
‘tracks’ across the P–D plane of radio sources with given jet-powers and redshifts
are shown in Fig. 12.

A combination of the dramatically declining luminosity-with-age of the high-
jet-power sources, their scarcity in the local Universe, together with the harsh
reality of survey flux-limits means that very powerful sources with large linear
sizes are rarely seen. This resolves the old problem first posed by Baldwin in
1982 that there is a dearth of large and powerful classical doubles. This problem
had been a puzzle: intuitively [and as later modelled by Falle (1991)] the more
powerful radio-sources were expected to expand faster than those with lower jet-
powers, so the laws of probability alone suggest it should be easy to find large,
powerful sources. But they are not: sources with P > 1027WHz−1 sr−1 and with
D > 1Mpc are extremely rare in existing surveys.
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Fig. 12. Overlaid on the ‘P–D’ plane for the 3C sample in a are model tracks tracing
out the evolution in luminosity and linear size of four example radio sources, with from
top to bottom jet-power, Q = 5 × 1039 W at z = 2, Q = 1 × 1039 W at z = 0.8,
Q = 2×1038 W at z = 0.5 and Q = 5×1037 W at z = 0.15. Small dots lie on all tracks
to indicate the (rest-frame) ages 1, 10, 20. . . 100, 200 Myr. The dashed line indicates
how the lower track luminosity reduces by < half an order of magnitude if the ambient
density becomes an order of magnitude lower. In b the horizontal lines represent the
luminosities at which the 3C flux-limit of 12 Jy takes its effect at the different redshifts
indicated. The same tracks as in a are plotted but here in b they are truncated when
they reach the flux-limit. Source expansion in these plots is described by the model of
Falle (1991). In his model higher jet-power sources expand more quickly; thus these
objects fall through the flux-limit at a younger age. The luminosity evolution is as
described by the model of Blundell, Rawlings & Willott 1999, which incorporates the
role of the hotspots.

7 The Youth-Redshift Degeneracy

Declining luminosity tracks in combination with the consequences of applying a
flux-limit at different redshifts inevitably give rise to an effect termed the ‘youth-
redshift degeneracy’ by Blundell & Rawlings (1999). This is the consequence
that in a given flux-limited sample, those sources at higher redshift must be
younger than their low redshift counterparts. This effect applies very strongly
to powerful sources when the role of the hotspot is incorporated into the model
which generates P–D tracks, as described in §6.

The youth-redshift (YZ) degeneracy means it is necessary to be careful about
the correct interpretation of ‘trends with redshift’. In many cases it is wrong to
attribute such trends to changes in cosmic epoch when the effects arise because of
source age. We consider briefly five such examples of effects which occur because
the high redshift sources are young sources, and hence are being observed not
long after the jet-triggering event (which is possibly a galaxy-galaxy merger,
Sanders et al 1988).
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Linear-size evolution and the YZ-degeneracy. The linear size evolution
observed in low-frequency flux-limited samples of classical double radio-sources
(Kapahi et al. 1987, Barthel & Miley 1988, Blundell, Rawlings & Willott 1999)
arises because the high–z sources are younger, hence tend to be shorter. It is
the positive dependence on jet-power of the rate at which the lobe-lengths grow
(Falle 1991) which contributes to the linear size evolution being as mild as it is
(see §5.5 and Blundell, Rawlings & Willott 1999).
Structural distortion and the YZ-degeneracy. Barthel and Miley (1988)

had suggested that higher redshift environments are denser and more inhomoge-
neous than at low redshift since they found increased distortion in the structures
of their high-z sample of steep-spectrum quasars compared with their low-z sam-
ple. Sources which are younger may have the passage of their jets considerably
more disrupted where there is a higher density and greater inhomogeneity in an
environment which has recently (< 107 years) witnessed a jet-triggering event
[perhaps a galaxy-galaxy merger (Sanders et al 1988)]. A general trend of denser
inter-galactic environments at high-z cannot be inferred from their result.
The alignment effect and the YZ-degeneracy. Where the alignment

effect of optical light along radio-jet axes is caused by star-formation, it will
be more easily triggered close in to the host galaxy or within the product of
a recent merger (assuming this is the jet-triggering event) than at distances
further out sampled by the head of an expanding radio-source later in its lifetime.
Where the alignment effect is caused by dust-scattered quasar light, the certain
youthfulness of distant radio-galaxies alleviates the near discrepancy (De Young
1998) between radio-source ages and the time-scale for which dust grains can
survive in the presence of shocks caused by the advancing radio-jets. The youth–
redshift degeneracy is consistent with the finding that the smallest sources in
a sample of z ∼ 1 radio galaxies (all with very similar luminosities) are those
which are most aligned with optical emission (Best, Longair and Röttgering
1996). Best et al. had remarked that the sequence of decreasing optical aligned
structure with increasing radio size could be naturally interpreted by comparing
it with different phases of the interaction of the radio jets with the interstellar
and intergalactic media as the radio-sources get older.
Faraday depolarisation and the YZ degeneracy. Garrington & Conway

(1991) found a tendency for depolarisation to be higher in sources at higher
z. Objects with higher z which are younger may be in much more recently
merged environments with the consequence that inhomogeneities in density or
magnetic field will more readily depolarise the synchrotron radiation from the
lobes. Moreover, higher-z sources being younger and tending to be somewhat
shorter will be closer in to the centre of the potential well. The higher density
in this region will enhance the observed depolarisation.
The YZ degeneracy and dust emission. Many of the highest-z radio-

galaxies have gas masses comparable to gas-rich spiral galaxies (Dunlop et al.
1994; Hughes et al. 1998; Archibald et al. 2001) and inferred star-formation rates
which, in the local Universe, are rivalled only by galaxy-galaxy mergers like Arp
220 (Genzel et al 1998). If high-z objects are being viewed during a similar
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merging of sub-components the associated star formation could be responsible
for a significant fraction of the stellar mass in the remnant galaxy. Since the
high-z radio-galaxies — those which Hughes et al. and Archibald et al. detected
with SCUBA — are necessarily young (< 107 years, see Fig. 12), and since the
whole merger must take a few dynamical crossing times, or 108−9 years, the
implication is that the event which triggered the jet-producing central engine
is synchronised with massive star formation in a gas-rich system, perhaps as
material streams towards the minimum of the gravitational potential well of the
merging system. The YZ degeneracy may help explain why few lower-z radio-
galaxies show similarly large (rest-frame) far-infrared luminosities compared to
the high-z population: they are being observed significantly longer after the jet-
triggering event.
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1 What Are They?

Though a blazar can be characterized by different observational properties (typ-
ically flat radio spectrum, variability, linear polarization in the radio and/or
optical band...), a less operational but plausibly more physical definition is that
blazars are Active Nuclei of Galaxies whose emission is dominated by radiation
from non–thermal plasma moving at relativistic speed in a direction close to the
line of sight, as proposed over 20 years ago by Blandford & Rees (1978). The
relativistic speed implies that the radiation observed is amplified (beamed) in
the direction of motion because of aberration, time and energy transformations.
This definition of blazars broadly includes BL Lac objects (BL Lac) and Flat
Spectrum Radio Quasars (FSRQ), where the former ones are typically featureless
while large and intense line emission is detectable in the optical–UV spectrum
of quasars.

The relativistic plasma moves along/forms a jet, which represents the channel
through which the central engine supplies energy to the extended radio struc-
tures, reaching 100 kpc - Mpc distances from the nucleus. While much has been
learned – observationally and theoretically – about blazars, key issues are still
matter of debate: how is (in which form) energy transported ? how is part of
it radiatively dissipated ? how/why are jets formed, collimated and accelerated
close to the central engine ? what is their connection with the phenomenon of
material accreting onto a black hole ?

In the following I will selectively discuss some of these issues and stress how
processes associated to the relativistic flows, which constitute the common de-
nominator of this conference, are at the core of the blazar phenomenon. Apologies
for my biases and the incompleteness of such account are certainly owed to many
colleagues.

1.1 Emission

The broad band spectral energy distribution (SED) of blazars extends from
radio to γ–ray frequencies, and is currently described, in a νLν representation,
as constituted by two broad bumps, peaking in the mm to soft (and even hard)
X–ray and in the gamma-ray (MeV to TeV) bands, respectively.

The detection by the Compton Gamma Ray Observatory (e.g. Hartman
et al. 1999) and Cherenkov telescopes (e.g. Weekes et al. 1996; Petry et al.

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 88–100, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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1996) of γ–ray emission from blazars is indeed of primary importance for the
understanding of these sources. Such intense and highly variable emission in
fact represents in most sources the bulk of the radiative output. Furthermore
it provides independent evidence for relativistic beaming and sets important
constraints on the location of the radiative dissipation along the jet: if it were
too compact or close to the accretion disk and its corona, γ–rays would not
survive absorption via γ–γ → e± process, and if it were too large the emission
could not vary too rapidly (Ghisellini & Madau 1996).

However it has not been possible so far to uniquely pin down the dominant
emission mechanism(s). Models can be schematically (and roughly) divided into
two broad classes. Within one class it is assumed that bulk motion and/or elec-
tromagnetic energy is directly converted into internal energy of relativistic elec-
trons with a non–thermal distribution. These emit radiation via the synchrotron
and inverse Compton process, giving origin to the low and high energy spectral
components, respectively. The seed photons for the inverse Compton scattering
could be both the synchrotron photons themselves (Synchrotron Self Compton,
SSC) and photons produced externally to the emitting jet (External Compton,
EC), e.g. isotropized nuclear radiation, broad line photons (Sikora, Begelman,
& Rees 1994), photons from an accretion disk (Dermer & Schlickeiser 1993) or
from a dusty torus (Sikora & Madejeski 2000). In the second class of models
it is instead postulated that energy is mainly stored in hadrons which subse-
quently transfer it - through particle-particle or particle-photon interactions - to
a population of leptons. The two components of the SED in these cases would be
mostly synchrotron radiation from primary and secondary leptons or protons,
respectively (Mannheim 1993, Protheroe 2001, Aharonian 2000).

Because of my personal bias against the second class of models (i.e. doubts
concerning the radiative efficiency, variability timescales, spectral characteristics
and relative variability of the two spectral components) hereafter I will focus on
the leptonic (SSC and EC) scenario (see also Sikora & Madejski 2001).

2 A Blazar Sequence

Giommi & Padovani (1994) first pointed out that the different spectral prop-
erties/flavour of blazars (more specifically BL Lacs selected in different bands)
could be accounted for by the different position of the low energy peak in the
SED. Following their suggestion and independently of any model, Fossati et al.
(1998) considered the largest complete blazar samples known at that time and
divided the sources according to their radio luminosity (thought to trace well the
bolometric power). This work revealed trends among the SED properties of the
different classes of blazars: both the energy of the spectral peaks and the relative
luminosity of the low vs high energy components – i.e. the relative importance of
the two physical processes which produce them – systematically decrease with
increasing source power (see Fig. 1). This trend in power also corresponds to
a spectral sequence from the high frequency peaked (TeV candidates) BL Lacs
(HBL) to the low frequency peaked (LBL) BL Lacs and to FSRQ (Fossati et
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Fig. 1. The blazar sequence. The SEDs represent the average fluxes for complete sam-
ples of blazars where objects are ‘divided’ only according to their radio power. From
Fossati et al. (1998).

al. 1998). Note that this behaviour might be somewhat surprising. Since the
observed luminosity in these objects is enhanced by beaming by orders of mag-
nitude, changes in viewing angle and/or bulk Lorentz factor would dramatically
change the observed power. However the observed (bolometric) flux is ∝ δ4 while
the peak frequencies is ∝ δ, i.e. in direction opposite to the trend described above
1. This might then indicate that the spread in angles and Lorentz factors are
rather limited or that the velocity field of the emitting plasma spans a range
in angles (i.e. it is not parallel to the jet axis) and blazars represent sources
observed within such jet opening angle (Ghisellini 2001).

Let us examine in some more detail the properties of blazars along such
phenomenological sequence.

Powerful blazars. These objects are among the most powerful sources known,
with an isotropic power which exceeds 1049 erg s−1 (plausibly the radiation is
largely boosted by beaming), and the second most powerful engines to produce
bulk kinetic energy after Gamma–Ray Bursts (GRB).

These sources include FSRQ with relatively strong emission lines and sev-
eral BL Lacs of the LBL–type. The synchrotron (low energy) peak is in the
mm–far IR band, while the high energy one is located in the MeV band and
largely dominates the power output (the SED of a typical source of this cate-
gory, PKS 0836+710, is shown in Fig. 2). Powerful blazars are not very luminous
in the optical, since their synchrotron peak is at lower frequencies, and thus they
have the largest X–ray to optical flux ratio.
1 δ is defined as the Doppler factor δ ≡ [Γ (1−βcosθ)]−1, see Mastichiadis, this volume
– the eds.
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Fig. 2. Examples of SEDs of blazars. Left: SED of PKS 0836+710, a Flat Spectrum
Quasar at z = 2.17 (from Tavecchio et al. 2000). Its power output is dominated by
the high energy emission, as revealed by BeppoSAX and EGRET observations. Right:
SED of BL Lac itself, a Low frequency peaked BL Lac object, in the flaring state of
1997 and in the BeppoSAX observation of 1999. During the latter, the optical flux
was comparable to that during the 1997 flare, but the X–ray emission was much lower,
revealing both the synchrotron and the inverse Compton components. From Tagliaferri
et al. (2000).

Intermediate blazars. Fig. 2 also shows an example of intermediate blazar,
BL Lac itself. Most of these objects are classified as LBL blazars and their X–
ray spectrum often reveals both a steep power law (identified as the high energy
tail of the synchrotron emission) and a very hard power law at higher energies
(plausibly the emerging inverse Compton component). During the BeppoSAX
observations of BL Lac, the source showed very rapid variability (timescales of
20 min) in the soft energy band, absent at higher energies. This behavior might
be typical in these sources and could be due to different emitting zones or to
different cooling times of the radiating electron (the most energetic ones are
producing the synchrotron tail while the hard X–rays are emitted by electrons
with much less energy and thus longer cooling times).

Weak blazars. These are the least powerful blazars, with the synchrotron peak
located above the optical band, and sometimes reaching the hard X–ray band,
as in Mkn 501 whose SED is shown in Fig. 3. Furthermore, these sources are the
best candidates to emit copiously in the TeV band – as in the case of Mkn 421,
Mkn 501, PKS 2155–304 and 1ES 2344+514.

High energy (especially in the X–ray and TeV bands) observations are im-
portant because this radiation is produced by the most energetic electrons (with
random Lorentz factors γ > 106), which can then reveal properties of the accel-
eration mechanism at its extreme. Besides giving information on the emission
and acceleration mechanism, TeV–band data can also allow the measurement
of the amount of absorption (through the γ–γ → e± process) both local to the
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Fig. 3. Left: SED of Mkn 501, a High frequency peaked BL Lac object, during a
quiescent state and the flaring state of 1997 (adapted from Pian et al. 1998). Right:
SED of the blazar 1428+4217 at z = 4.72, showing a high energy component dominat-
ing the luminosity output during recent BeppoSAX observations. The line represents
a model taking into account synchrotron and inverse Compton emission from a single
homogeneous region. From Fabian et al. (2001b).

source and the one due to the infrared background radiation (see e.g. Stecker &
De Jager 1997)

One can ask if even weaker sources can exist, with the synchrotron peak in
the MeV range. According to the proposed blazar sequence, these should be low
power objects with weak emission in all bands but the MeV one (i.e. radio–weak
and dominated by the light of the galaxy in the optical). The SSC emission in the
> TeV band could be also faint because of Klein–Nishina effects. As suggested
by Ghisellini (2001) therefore there may be many objects with overall low power
emission, undetectable in ‘inactive’ elliptical galaxies except in the MeV band.
Future observations in such band might therefore discover these “synchrotron
MeV” BL Lacs.

Recent work has led to the construction of blazars samples both larger than
and selected with criteria different from the ‘classical’ radio and X–ray sam-
ples. Interestingly such new samples (e.g. DXRBS, Sedentary, BLEIS, EMSS
quasars, REX, RGB see e.g. Padovani & Urry 2001 and reference therein) have
revealed a significant number of sources with intermediate properties (e.g. peak
frequencies), but – so far – in global agreement with the above sequence.

2.1 A Physical Interpretation

Phenomenological evidence has thus lead to the proposal of a defined sequence
in the blazar properties. But what is the physical origin of such a trend ?

Clearly the interpretation depends on the assumptions of the physical model
reproducing the observed emission. In the leptonic scenario the blazar sequence
corresponds to a decrease in the energy of electrons emitting at the SED peaks
with increasing energy density of the soft photons seeds for Compton scattering
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Fig. 4. The random Lorentz factors of the electrons emitting most of the blazar radi-
ation, γpeak, as a function of the comoving (magnetic and radiative) energy density U .
Note the two branches of the γpeak vs U relation. At high U , γpeak corresponds to the
less energetic electrons continuously injected throughout the source, as the shape of
the steady particle distribution appears to be dominated by the radiative cooling. At
lower U (corresponding to extreme HBL sources) adiabatic losses become important
giving rise to the γpeak ∝ U−1 branch. From Ghisellini & Celotti, in prep.

and source power (Ghisellini et al. 1998; see also Georganopoulos, Kirk & Mas-
tichiadis 2001). More specifically, Ghisellini et al. (1998) applied to all blazars
detected by EGRET with known redshift and γ–ray spectrum, a one–zone ho-
mogeneous synchrotron and inverse Compton model (considering also photons
produced externally to the jet as possible seed photons for the inverse Compton
process). This led to an estimate of the intrinsic source parameters namely the
radiation energy density, the magnetic field, the beaming factor, the energy of
the electrons emitting at peaks of the SED (represented by their random Lorentz
factor γpeak) and the source size. They found that the best trend – underlying
the spectral sequence – is a remarkable correlation between γpeak and the total
comoving energy density U (which includes magnetic and radiative energy densi-
ties). Such a trend has been later extended by considering more extreme sources
(Ghisellini & Celotti, in prep.), i.e. extreme HBL blazars recently observed by
BeppoSAX (although they lack information on the higher energy peak as not
detected by either EGRET or by Cherenkov telescopes).

The overall behaviour γpeak vs U is shown in Fig. 4. The correlation seems
to be reasonably well approximated by two power laws. At higher U the slope is
roughly γpeak ∝ U−0.6. This suggests that radiative cooling is playing a crucial
role in determining this behaviour, as the radiative cooling rate is γ̇ ∝ Uγ2. The
found slope would thus imply that the cooling rate at γpeak is almost the same
in all sources.

The adopted model assumes that there is a continuous injection of relativistic
particles throughout the source at a rate ∝ γ−s (with s > 2) above some Lorentz
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factor γmin. The resulting steady particle distribution can then be described by
a broken power law with a peak at γpeak = γmin, as radiative cooling dominates
at all energies.

However, at lower U – corresponding to the extreme HBL objects – the
correlation is not compatible with γpeak ∝ U−0.6, but more similar to γpeak ∝
U−1 2. What happens is that as the radiative cooling timescales in these low
power sources is longer, adiabatic losses become important even for electrons at
γ > γmin. In this case the peak of the emission is located at energies for which
the radiative and adiabatic cooling rates are equal, giving raise to a γpeak ∝ U−1

relation (Ghisellini & Celotti in prep).

3 Jet Power

The reasonably coherent picture of the blazar zoology described above has inter-
esting consequences on the key issues of the origin and functioning of relativistic
jets.

Due to beaming, it is not simple to even estimate the amount of luminosity
intrinsically emitted by blazars and radio–galaxies and from it the power carried
by jets. However, powerful radiogalaxies and quasars have extended radio struc-
tures containing huge energies, even ∼ 1059−60 erg – as calculated on the basis
of equipartition arguments and simplifying assumptions. By dividing this energy
by the estimated lifetimes of these structures it has been possible to derive the
average power which had to be supplied through the jets (Rawlings & Saunders
1991). It appears that the limits on the power carried by jets on the extended
scales (typically at 100–1000 kpc from the core) can be roughly comparable or
even exceed the luminosity produced during the phenomenon of accretion. Thus
the creation of jets has to be a relevant process in the functioning of the central
engine.

Blazars show the power radiatively dissipated by jets on the smallest ob-
servable scales (< pc): this has to be only a small fraction of the overall power
transported by jets, for it to be mostly supplied to the extended structures. Nev-
ertheless, the spectral properties of blazars can be used to significantly constrain
- on the corresponding physical scales - both the powers involved, the energy car-
rier, i.e. the content of matter in the jets, and the related characteristics of the
particle distribution(s).

In fact let us first consider the various forms of power associated to the blazar
phenomenon (Celotti & Ghisellini, in prep).

A lower limit on the jet power can be estimated by simply dividing the
observed luminosity by the square of the Lorentz factor, i.e. calculating the power
effectively dissipated through radiation (assuming that the emission process is
more or less continuous, with no accumulation and rapid release of random
energy). The inferred values are of order of Lrad ∼ 1047Lobs,49/Γ 21 erg s−1.
Furthermore, the kinetic power transported by the emitting jet (i.e. at distances
2 Note that more uncertainties affect the determination of the intrinsic parameters as
no information on the bulk of Compton emission is available.
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Fig. 5. Histograms of the distribution of powers (in erg s−1) of the blazars considered
in Celotti & Ghisellini, in prep: Lp is the power carried by protons assuming one proton
per emitting electron; L′

rΓ
2 is the power radiated by the jet and L′

synΓ 2 the power in
synchrotron radiation only; LB is the Poynting flux; Le is the kinetic power carried by
the emitting electrons. The gray histograms and shaded areas correspond to FSRQs
and BL Lacs, respectively. The thick line histograms correspond to extreme BL Lacs
(not detected by EGRET) for which we have assumed that the SSC emission has about
the same power as the synchrotron one.

of 0.01-0.1 pc) can be computed by considering the density of particles required
to account for the observed luminosity, by applying once again a simple one–zone
homogeneous synchrotron plus inverse Compton model to the observed SED.

In Fig. 5, the distributions of Lrad for a sample of EGRET detected blazars
is compared to the distributions in: bulk kinetic power in protons Lp (assuming
one proton for each emitting electron), in emitting particles (Le) and the power
as Poynting flux (LB). As can be seen, on average the dissipated power (Lrad)
is larger than those carried by emitting particles (electrons or electron–positron
pairs) and magnetic field only. This therefore requires an energetically important
proton component as the major energy carrier. The Lp distribution shown in
the figure, which represents the values corresponding to a negligible amount of
emitting pairs, is on average a factor 10 larger then the dissipated power. This
in turn strongly limits the contribution of any electron–positron population.

The powers represented in the histograms are also based on the (strong)
assumption that the emitting particle distribution extends down to γmin ∼ 1, as
this parameter determines the total particle number (but see below). However,
Lrad does not depend on it, and thus in order for the kinetic power to exceed
the dissipated one, γmin cannot be larger than a few.
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Fig. 6. Left: Schematic diagram representing the trend of decreasing energy of the
blazar SED peaks with increasing energy density and power of the source, from low
energy peaked, high energy peaked BL Lacs to flat spectrum quasars and high z ob-
jects. Right: Flattening of the soft X–ray spectrum (parameterized by an equivalent
hydrogen column density NH) vs redshift. The three triangles represent high z blazars.
The other data are from Reeves & Turner (2000). The empty symbols indicate the
Galactic column. Figures adapted from Ghisellini et al. (1998), Fabian et al. (2001a).

3.1 High Redshift Blazars

A few blazars at z > 4 have been recently identified and studied in the X–ray
band (e.g. Fabian et al. 1997). Their global SED appear to be rather similar
(considering the poorer spectral sampling) to those of nearby objects of similar
power. However these high z sources present somewhat more extreme (model)
properties, in terms of the required seed photon energy density and (low) γpeak.
These objects thus naturally and consistently extend the trends described above
to even higher blazar powers (see the schematic diagram in Fig. 6). Note that
the location of the low energy peak makes the brightest sources ideal candidates
to be detected by the future Planck satellite mission .

A further trend which appears to be related to the source power and/or
redshift is a systematic increase of flattening in the soft X–rays compared to
the extrapolation from the higher energies (typically 2-10 keV) power–law, as
already noted by several authors for nearer objects (Elvis et al. 1998, Fiore et
al. 1998). In Fig. 6 the flattening is represented by an increase in the amount of
column density NH of a (local) absorber with respect to z. The origin of such
behavior is not clear. It could be accounted for by a change in the shape of the
emitting particle distribution or the scattered soft photon field as well as by an
effective increase in the column density of absorbing gas on nuclear or larger
scales (Fabian et al. 2001a, 2001b).

On the basis of the (soft) X–ray observations of the most powerful blazars,
in particular the high redshift ones, a further inference on the elusive parameter
γmin can be made: in fact while γmin cannot be significantly constrained at low
synchrotron frequencies (because of self–absorption), any low energy cutoff in
the particle distribution at γmin larger than unity would be visible in the low
energy part of the inverse Compton spectrum, i.e. in the X–rays band for the
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brightest sources, as pointed out by e.g. Sikora & Madejski (2000). Interestingly,
all the observational information obtained so far on nearby and distant blazars
supports the view that γmin is of the order of unity (e.g. Fabian et al. 2001a,
2001b; Sikora & Madejski 2000; Tavecchio et al. 2000).

4 Internal Shock Scenario

While the above discussions on the properties of jets have been based on av-
erage steady state models, it is clear that variability, crucial characteristic of
the observed radiation from blazars, might be also a key feature related to the
central engine. In order to explore such a possibility the so called internal shock
scenario has been considered (Rees 1978, Sikora, Begelman & Rees 1994, and for
recent developments in GRB scenarios see Rees & Mészáros 1994) in which the
central engine works intermittently, producing shells of slightly different physical
properties. Faster shells emitted later can catch up slower (earlier) ones, forming
shocks and dissipating part of their bulk kinetic energy into radiation.

Note that in the case of blazars only a moderate efficiency in the conversion
from bulk to radiative energy is required, in good agreement with the predictions
of such scenario (and at odds with the case of GRB). More generally this model
appears to be able to account for some basic characteristic of blazars:

• The radiative efficiency – as just mentioned – is of the right order.
• If the initial separation between shells is of order of a few Schwarzchild radii
(Ri), typically the shell–shell collision takes place at RiΓ

2, which for Γ ∼ 10
just corresponds to the distance where the inverse Compton scattering on
external (broad line region) photons is mostly efficient, the γ–γ → e± process
is not important, and yet the region is still sufficiently small to account for
the rapid variability.

• The global scenario would involve a hierarchical structure in shell–shell colli-
sions: shells can collide again and again also at distances where the dominant
emission is at low frequencies (via synchrotron radiation), thus predicting a
connection between optical and γ–ray flares with radio–mm ones (e.g. see
Fig. 7)..

These qualitative properties have been indeed reproduced via numerical sim-
ulations by Spada et al. (2001), where a jet of average kinetic power of 1048

erg s−1 is constituted of shells injected every few hours, with bulk Lorentz fac-
tors randomly chosen between 10 and 30. The first collisions occur well within
a Broad Line Region (assumed to be located at 5 × 1017 cm and reprocessing
10% of a disc luminosity ∼ 1046 erg s−1). Particles emit by synchrotron, SSC
and EC. In Fig. 7 some spectra, corresponding to one single shell–shell collision
at different distances are shown. 3.

Given the promising results of this scenario, further work is in progress in
order to examine the whole blazar sequence.
3 The entire time dependent evolution can be seen in the form of a movie at the URL:
http://www.merate.mi.astro.it/∼lazzati/3C279/index.html
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Fig. 7. Left: Cross correlation between the simulated γ–ray and X–ray, optical and
mm light curves. Only for the latter there is a clear delay of about 40 days, due to the
average distance of the regions producing γ–rays and mm radiation. From Spada et
al. (2001). Right: SED of 3C 279 with, superimposed, different spectra resulting from
simulations of internal shocks corresponding to collisions in different parts of the jet.

5 Extended (X-ray) Jets

Let us finally consider the recent discovery by Chandra of intense X–ray emission
from large scale jets associated with quasars and radio galaxies (Chartas et al.
2000; Schwartz et al. 2000; Wilson et al. 2000). This in fact open the possibility
of studying and significantly constraining the properties of jets (and ambient
medium) on large scales.

In the specific case of the first detected objects, PKS 0637-752, such emission
is produced at (de-projected) distances of ∼ Mpc from the central core. The
relative intensity of X–ray to optical radiation implies that X–rays are likely
not to be produced by the synchrotron process. A plausible alternative is that
such emission is Compton scattered radiation of both/either the sub–pc core
(blazar) spectral component and/or the cosmic microwave background (CMB)
radiation. The energy density of the nuclear photon field dominates for a quasi–
stationary (with respect to the observer) plasma component, while the CMB field
would result enhanced and thus dominant for plasma in relativistic motion (see
Fig. 8). It has been thus (re–)proposed the possibility that jets are constituted by
different speed components, simplified as a central high velocity spine and a low
velocity outer layer (see also Laing et al. 1999, Chiaberge et al. 2000). In turn, the
low velocity/quasi-stationary emission would be seen also at large angles with
respect to the jet axis (i.e. in radio galaxies), while the relativistically emitted
radiation would be amplified for observers at small angles with the jet axis,
i.e. quasars (see the resulting spectra in Fig. 8) (also Harris 2001; Wilson 2001,
Celotti, Ghisellini & Chiaberge 2001). Such interpretation would then require
that at least part of the jet moves at highly relativistic speeds up to the largest
scales (thus also minimizing the required energy). Further Chandra observations
will be crucial for testing such a possibility.
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Fig. 8. Left: Energy densities as seen by a relativistically moving (Γ ∼ 10, upper
panel) and quasi-stationary (middle panel) plasma at various jet distances. Relevant
energy densities are: from the inner blazar core (solid, oblique line), local synchrotron
radiation (dot-dashed), CMB (solid, horizontal). The bottom panel shows the radiative
(dash-dot for the spine and dashed for the layer) vs adiabatic (solid) losses. Right:
SED of the nuclear (blazar) core and large scale together with the models for both
components (see text). For more details see Celotti, Ghisellini & Chiaberge (2001).

6 Conclusions

The recent high energy observations of blazars (EGRET, TeV Cherenkov tele-
scopes, BeppoSAX, HST) have revived very active research in the field as this
conference has shown which will further benefit from the coming Chandra and
XMM detailed images and spectra, and in the near future by the γ–ray satellites
AGILE and GLAST.
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Relativistic Outflows from X-ray Binaries
(‘Microquasars’)
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Abstract. In this review I summarise the observational connections between accretion
and relativistic outflows – jets – in X-ray binaries. I argue that jets are likely to be a
fairly ubiquitous property of X-ray binaries as a whole, an assetion which can be tested
by further observations of the Atoll-type X-ray binaries. I discuss broad patterns that
are emerging from these observational studies, such as a correlation between ‘hard’ X-
ray states and the presence of radio emission, and the related anti-correlation between
jet strength and mass-accretion rate as inferred from X-ray studies alone. I briefly
discuss possible future directions for research and compare X-ray binary jets to those
from Active Galactic Nuclei and Gamma Ray Bursts.

1 History and Introduction

There has been a great deal of renewed interest in the past half a decade or
so in the phenomena of relativistic outflows, or ‘jets’ from binary systems in
our own galaxy. These are often referred to as ‘microquasars’ because of the
apparent similarities with the Quasars, or with Active Galactic Nuclei (AGN) in
general. The particular type of stellar binary systems in which these jets seem
to orginate are the X-ray binaries (XRBs), so-called because they are powerful
sources of X-ray radiation. In XRBs a more-or-less ‘normal’ star loses matter
to a compact collapsed companion, either a neutron star or a black hole; it is
generally accepted that the accretion of material by the compact star, a process
far more energetically efficient than nuclear fusion, is the source of the enormous
power output of these systems (which can exceed in some cases 1038 erg s−1, or
the Eddington luminosity for a one solar mass object). Since the power source of
AGN is similarly believed to be accretion of matter by a collapsed object, in this
case a supermassive (106–109 M�) black hole, the term ‘microquasar’ is more
than simply an indicator of similar morphologies (ie. accretion, jet) but maybe
also of similar physics. Therefore understanding such sources is important not
only in the context of accretion physics and the evolution of ‘local’ systems, but
maybe also for our broader understanding of the physics and evolution of the
powerhouses of the universes, the AGN.

Fig 1 is a schematic of a generic X-ray binary, indicating the (probable) sites
from which emission at different energies originates. Note that the observable
spectral extent of such systems can be very broad – the classical black hole
candidate (BHC) XRB, Cyg X-1, is a well-detected source from ≤ 1 GHz in
the radio band to ≥ 1 MeV in γ-rays, a range of 1012 in photon energy. Most
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Fig. 1. A schematic of the generally accepted structure of a ‘typical’ X-ray binary
system, indicating the locations of the sites believed to correspond to observed emission
at different wavelengths.

schematics, certainly until a few years ago, would not have included the jet, and
one of the goals of this paper will be to discuss exactly how ubiquitous is this
feature in XRBs. It is interesting to note that the jet, when present, is by far
the largest structure directly associated with the XRB in general, and accretion
process in particular, and the only one of the structures indicated in Fig 1 which
has actually been directly observed (in radio images – e.g. Fig 2).

Jets from XRBs as a phenomenon were first discovered from SS 433 (Spencer
1979; Hjellming & Johnston 1981a,b), a highly unusual system in many ways.
The source displays optical (and infrared and X-ray) emission lines which show
periodic Doppler shifts indicating a precessing bipolar outflow with velocity
v = 0.26c; the radio jets appear to precess as predicted from the optical lines.
The (apparently1) rather well-defined and only mildly relativistic velocity (bulk
Lorentz factor Γ = (1 − v2/c2)−1/2 = 1.04) are unique amongst ‘relativistic’
jet sources. Importantly, SS 433 is the only system, XRB or AGN, for which
atomic emission lines have been associated with the outflow, thereby establish-
ing a baryonic content (more of this later). The significant and variable linear

1 scepticism is healthy
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Fig. 2. Recent radio observations of three famous XRB jet sources. Left: A sequence
of images of (apparent superluminal) ejections from GRS 1915+105 observed with
MERLIN (Fender et al. 1999a). Top right: A recent combined EVN/VLBA image of
SS 433 (Paragi et al. 2001). Lower right: a VLBA image of a one-sided curved jet from
Cyg X-3 following a major radio flare (Mioduszewski et al. 2001).

polarisation of the jets confirmed the synchrotron interpretation for the origin
of the radio emission.

Over the subsequent 15 years, a handful of other XRBs (e.g. Cyg X-3, Cir
X-1, 1E 1740.7-2942, GRS 1758-258), were identified as being associated with
radio jets. In the case of Cyg X-3, an apparent velocity of ∼ 0.3c was measured
(Geldzahler et al. 1983). Perhaps all XRB jets would turn out to have a velocity
of ∼ 0.3c? This picture was comprehensively refuted in 1994 when Mirabel &
Rodŕıguez (1994) discovered apparent superluminal motions in multiple ejections
from the XRB GRS 1915+105. While distance-dependent, interpretations of the
intrinsic velocity of the ejecta suggested v ≥ 0.9c, significantly relativistic (Γ ≥
2). Clearly XRBs could eject material at extremely high velocities, comparable to
those observed in AGN (where the phenomenon of apparent superluminal motion
is relatively commonly observed and relatively easily explained as a geometric
effect – e.g. Rees 1966; Zensus & Pearson 1987; Gomez et al. 2000). Shortly after
the observations of GRS 1915+105, a second ‘superluminal’ XRB, GRO J1655-
50, was discovered (Tingay et al. 1995; Hjellming & Rupen 1995). Since GRO
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J1655-40 was demonstrated to be a strong BHC (Bailyn et al. 1995 and several
subsequent papers), it was widely concluded that GRS 1915+105 was a BHC,
something supported but never confirmed dynamically by further observations.
Less certainly, it was asserted that the apparent dichotomy between the ∼ 0.3c
sources (i.e. SS 433 and Cyg X-3) and the ≥ 0.9c sources (ie. GRS 1915+105
and GRO J1655-40) reflected the difference in escape speeds from the vicinity
of neutron stars and black holes respectively (e.g. Livio 1999). However, at this
stage it was still generally perceived that relativistic jets, as a property of X-ray
binaries, were a rare phenomenon, a feature common only to a small group of
‘unusual’ systems. Recent radio images of three of the most famous jet sources
are presented in Fig 2. It is worth reminding the reader that, as in the cases
of AGN and GRBs, the outflows are relativistic in two senses – ie. they have
relativistic (1 < Γ < 100) bulk velocities (ie. the proper motions we can resolve
in radio images) and in addition are comprised of populations of relativistic
particles (1 < γ < 10000) which, in spiralling around field lines in the magnetised
plasma, produce the observed synchrotron emission.

It now seems likely that jets from XRBs are not so rare, and that for certain
broad classes of X-ray binaries, maybe even the majority, the jet is as integral
a part of the mass transfer process as the accretion disc. In this review I shall
try to summarise the state of existing knowledge, and what appear to be fruitful
avenues for further observational and theoretical study. The key question before
we can advance to this stage is however, just how important are jets for the
physical processes occurring in X-ray binaries? I hope to answer this in the next
section by establishing their near-ubiquity.

2 The Near-Ubiquity of Jets from X-ray Binaries

In the following, I shall make the assumption that any detection of radio emission
corresponds to evidence for jet production (in much the same way as detection
of X-rays is taken as evidence for accretion processes). This is based upon the
qualitative argument that whenever we have resolved radio emission it has had a
jet-like appearance (except, perhaps, in the case of the unusual transient CI Cam
in which a more isotropic radio nebula seems to have formed – Mioduszewski et
al., in prep), and on the following more quantitative argument – for a maximum
brightness temperature of ∼ 1012K for the synchrotron process, a flux density
of ∼ 5 mJy at 5 GHz (quite weak) corresponds to a physical size of ∼ 1012 cm
at a distance of 5 kpc. This is an order of magnitude larger than the typical
orbital separation (∼ 1011 cm) of a low-mass X-ray binary, and so the simplest
explanation is that such a large stucture is maintained by an outflow.

In terms of accretion and jet production, the most useful separation into
classes of X-ray binaries is between neutron stars and black holes. I have at-
tempted to do this both in the following sections, and also in table 1, in which
approximate numbers of radio detections as a fraction of total known popula-
tions is indicated. Catalogues of XRBs with broad classifications can be found
in van Paradijs (1995) and Liu, van Paradijs & van den Heuvel (2000,2001).
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Table 1. Approximate numbers of radio detections (=jet production) in the different
types of XRBs. Clearly detection of a large number of Atoll sources holds the key to
unambiguously establishing (or not) the ubiquity of jets in XRBs.

Class Fraction as radio sources
BHCs (persistent) 4 / 4
BHCs (transient) ∼ 15/35

NS (Z) 6 / 6
NS (Atoll) ∼ 5/100
NS (XRP) ∼ 0/80

Note that while the fraction stated in table 1 for the BHC transients is
∼ 15/35, for those transients for which any radio observation was reported,
the fraction is 15/16 (Fender & Kuulkers 2001) – how much this reflects non-
publication of non-detections is unclear.

2.1 Neutron Stars

The three broad classes of accreting neutron star, and the relation between X-ray
and radio properties, are summarised in Fig 3.

The Z Sources. These are the brightest persistent X-ray sources in the sky (the
single brightest nonsolar X-ray source, Sco X-1, is the prototype of the group;
Hasinger & van der Klis 1989). There are six in our galaxy, and possibly one in
the LMC. The Z sources are thought to contain neutron stars with relatively low
(≤ 109 G) dipole magnetic fields, accreting at or near the Eddington limit. All six
galactic systems are variable but reliable radio sources, with a comparable radio
luminosity (when on the ‘horizontal branch’ – Penninx 1989; Fender & Hendry
2000). The ‘Z’ refers to the pattern traced out in the X-ray colour-colour diagram
(CD) in which three (possibly four) branches smoothly connect. Penninx et al.
(1988) found that the radio emission was strongest on the ‘Horizontal Branch’
and weakest on the ‘Flaring Branch’ in the Z source GX 17+2, an apparent anti-
correlation with accretion rate, ṁ as deduced from X-ray observations alone.
This relation between X-ray ‘state’ (as described by the branches of the Z) and
radio emission seems to be a property common to all the Z sources (Hjellming
& Han 1995 and references therein). Recently high-resolution radio observations
have revealed unequivocal evidence for a variable jet-like structure associated
with Sco X-1 (Bradshaw, Fomalont & Geldzahler 1999; Fomalont, Geldzahler &
Bradshaw 2001a,b). The observations, of a variable core and moving, variable
lobes, are interpreted as the impact of a highly relativistic beam on the ISM,
producing the advance of radio ‘hotspots’ (Fomalont et al. 2001a,b). Given the
similarities in their radio properties, and the resolved jet in Sco X-1, the simplest
conclusion (ie. using Occam’s razor) is that all Z sources produce relativistic jets.
Furthermore, the ‘unusual’ system Cir X-1 has some Z-like properties (Shirey,
Bradt & Levine 1999) and is a source of radio jets from arcsecond to arcmin
angular scales (Stewart et al. 1993; Fender et al. 1998).
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The Atoll Sources. In the original classification of Hasinger & van der Klis
(1989) and subsequent works, the Atoll sources were discussed as a separate
small subgroup of bright low mass X-ray binaries with relatively low magnetic
fields, accreting at lower rates than the Z sources (e.g. van der Klis 1995 for
more details). Since then it seems likely that Atoll-like properties may be shared
by the majority of low-field accreting neutron stars (van Paradijs, Ford, van der
Klis, private communication) and so we shall adopt this viewpoint here. If this is
the case then the Atoll sources, which will now include the groups of ‘bursters’,
‘dippers’ etc., are the largest class of catalogued X-ray binaries (see table 1).
Little is known about the radio properties of the Atoll sources, except that, as
a population, they are faint sources (typically < 1 mJy at cm wavelengths –
Fender & Hendry 2000). The only Atoll source to be regularly and repeatedly
detected at radio wavelengths was, until recently, the bright system GX 13+1
(Garcia et al. 1988). More recently other Atoll systems have been discovered
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to have radio counterparts (e.g. 4U 1728-34/GX 354+0 – Mart́ı et al. 1998),
and sources with known transient radio counterparts have been discovered to be
Atoll-like in nature (e.g. Aql X-1 – Reig et al. 2000). So while it is clear that as
a population Atoll sources are not particularly radio-bright, it is also clear that
they do produce detectable radio emission uncer certain conditions. This then
implies that the majority of catalogued low-mass X-ray binaries are capable of
producing a radio jet. However, until a jet is directly resolved from an Atoll
source (a key future observation) this will remain unproven.

The X-ray Pulsars. These systems possess much stronger magnetic fields
(≥ 1011 G) than the Z or Atoll sources, which results in the disruption of the
accretion flow at a distance of several thousand km from the neutron star surface
(e.g. Bildsten et al. 1997 and references therein). As a population they are signif-
icantly fainter than even the Atoll sources, and no strong-field X-ray pulsar has
ever been detected as a radio synchrotron source (Fender & Hendry 2000). Thus
the strong possibility exists that such systems do not produce jet-like outflows,
due to the extreme disruption of the accretion flow. Deep radio observations of
some nearby X-ray pulsars would be useful to further constrain this.

NS Transients. Neutron star soft X-ray transients (Chen, Shrader & Livio
1997; Campana et al. 1998) can probably be classified as Atoll-like (e.g. the case
of Aql X-1 – Reig et al. 2000). As with the BHC transients, there seems to be
a discrete ejection of synchrotron emitting material associated with the sudden
increase in luminosity at the start of the outburst. This manifests itself in a
transient radio event which becomes optically thin within a few days (presumably
due to decreasing self-absorption as the ejected component expands) and then
fades away monotonically (Hjellming & Han 1995; Fender & Kuulkers 2001).

Several transients contain high field accreting X-ray pulsars (e.g. Bildsten et
al. 1997) and, as with the more persistent sources of this type, none have ever
been detected as radio synchrotron sources (Fender & Hendry 2000).

2.2 Black Hole Candidates

The description of the accretion state of the BHCs differs from that of the
neutron stars as it is perceived that probably all black holes can, under the
right conditions, achieve all states – ie. it is not currently perceived that there
are different ‘types’ of black hole (the only obvious distinguishing characteristic
would be the black hole spin). These ‘states’ are summarised in Fig 4. Note
that while it was originally supposed that the states were a more or less one-
dimensional function of mass accretion rate, which could itself be tracked via soft
X-ray (disc) flux (see e.g. the pattern of behaviour in GRO J1655-40 – Mendez,
Belloni & van der Klis 1998), it now seems clear that the picture is not so simple.
One problem is that the same ‘state’ in terms of the X-ray spectral and timing
properties can be reproduced at extemely different flux levels (e.g. Homan et al.
2001).
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The two most distinct states are the the Low/Hard and High/Soft states,
being the extremes of ‘nonthermal’ and ‘thermal’ spectra respectively (this is an
oversimplification). There also exists a hybrid state, labelled the Very High or
Intermediate state, which is less commonly observed than either the Low/Hard
or High/Soft states, whose relation to radio emission, and hence presumably jet
production, is unclear (but see Corbel et al. 2001).

The Low/Hard State. The Low/Hard X-ray state (historically called ‘Low’
because it is generally weaker than the High/Soft state in the soft X-ray band,
and ‘Hard’ since it is dominated by a nonthermal power-law component which
peaks at hard X-ray (≥ 50 keV) energies) is the state in which the four persistent
BHCs in our galaxy spend most of their time (I consider these four to be Cyg
X-1, GX 339-4, 1E1740.7-2942 and GRS 1758-258, although it should be noted
that, at the time of writing, GX 339-4 has been at extremely low levels for over
a year and consistently displays a larger amplitude of X-ray variability than the
other systems).

In the early 1970s a transition from the High/Soft (possibly only ‘Interme-
diate’ – see discussion in Belloni et al. 1996) to Low/Hard X-ray states in Cyg
X-1 was observed to be coincident with the appearance of a radio counterpart
to this source (Tananbaum et al. 1972). It has since been established that while
the source is in the Low/Hard state, which seems to be most of the time, it
steadily emits a relatively low level (typically 5-15 mJy at cm wavelengths) of
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radio emission (e.g. Brocksopp et al. 1999). The spectrum of the radio emission
is remarkably flat and extends to at least the millimetre regime (Fender et al.
2000b). Furthermore, the radio emission is modulated at the 5.6-day orbital pe-
riod of the system (Pooley, Fender & Brocksopp 1999). All of this evidence taken
together suggests that the flat spectrum radio emission arises in a continuously-
generated, partially self-absorbed compact jet from the system (with the orbital
modulation possibly due to variable free-free absorption in the dense stellar wind
of the OB-type mass-donor – Brocksopp 2000). Confirmation of this hypothesis
appears to have recently been achieved with VLBA images of the system clearly
resolving an asymmetric jet from a compact core (Stirling, Garrett & Spencer
1998; Stirling et al. 2001).

The other three persistent Low/Hard state systems also show flat radio spec-
tra, and the two Galactic centre sources, 1E1740.7-2942 and GRS 1758-258,
are associated with parsec-scale jet/lobe structures (the original motivation for
the name ‘microquasar’; Mirabel et al. 1992; Rodŕıguez, Mirabel & Mart́ı 1992;
Mirabel 1994). Furthermore, in both Cyg X-1 and GX 339-4 there is an approx-
imately linear relation between the X-ray flux (dominated by the non-thermal
power-law) and the radio emission (Brocksopp et al. 1999; Corbel et al. 2000)
indicating a clear coupling between accretion (presumed to be reflected in the
strength and spectrum of the X-ray emission) and outflow. While GX 339-4 is
the one source for which the jet has probably not been reliably resolved, it is the
one for which linear polarisation (at the level of a few %), has been measured
(Corbel et al. 2000), supporting the synchrotron-emitting jet model.

While most BHC transients are observed to evolve rapidly (hours) from a
‘quiescent’ state to the High/Soft state (and are generally accompanied by an
optically thin radio outburst – e.g. Fender & Kuulkers 2001), a few X-ray tran-
sients have been observed to spend an extended period in the Low/Hard state. A
careful comparison of these Low/Hard state transients reveals that, following an
initial optically thin radio event, they develop low-level, inverted-spectrum ra-
dio components. These were originally dubbed ‘second stage’ radio sources (e.g.
Hjellming & Han 1995 and references therein). In Fender (2001) it is argued that
these components are the same as the flat/inverted spectrum components ob-
served from the persistent sources in the Low/Hard state, and furthermore that
such spectral components, and therefore compact jets, are a general property of
the Low/Hard state.

The High/Soft State. Early observations of Cyg X-1 (e.g. Tananbaum et al.
1972) suggested that the radio emission from the source was suppressed when
in the High/Soft state (compared to the Low/Hard state). Despite the great
accessibility of this system to the world’s radio telescopes, a chance to test this
hypothesis during a transition of the source to a soft X-ray state in 1996 was
missed. However, observations near the end of the soft state support a scenario
in which radio emission is stronger during the Low/Hard state (Zhang et al.
1997).
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It was a year-long transition to the High/Soft state by GX 339-4 in 1998 in
which the ‘quenching’ of the radio emission compared to the Low/Hard state was
definitively established (Fender et al. 1999; Corbel et al. 2000). Radio monitoring
of the source revealed the cm wavelength radio emission to have dropped by a
factor of ≥ 25 during the High/Soft state, and to return to its previous levels
once the source resumed the Low/Hard state (Fig 5).

Fig. 5. Simultaneous ‘quenching’ of the radio (top panel) and hard X-ray emission
during a year-long high/soft state in the black hole candidate GX 339-4 (from Fender
et al. 1999; see also Corbel et al. 2000).

The Very High/Intermediate State. Little is clearly understood about the
radio emission during the (comparitively rare) Very High/Intermediate state
of BHCs, in which both thermal (disc) and nonthermal (power-law) spectral
components can be present. Is it the presence of the nonthermal component, or
the absence of the thermal component, which is necessary for the production of
radio emission? Recent observations (Corbel et al. 2001) suggest the latter, but
further observations of this state are required.

BHC Transients. BHC X-ray transients (e.g. Chen et al. 1997; Charles 1998)
are generally associated with radio outbursts (e.g. Hjellming & Han 1995; Fender
& Kuulkers 2001), which have been resolved on a small number of occasions into
discrete ejections, sometimes multiple, of radio emitting components (e.g. GRO
J1655-40 – Tingay et al. 1995; Hjellming & Rupen 1995).
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In most cases the transients seem to transit from ‘quiescence’ (which may
be some very low-level version of the Low/Hard state described above) to the
High/Soft state in the space of a few days or less. However, in some rare cases
(e.g. Fender 2001; Brocksopp et al. 2001) a transient will ‘only’ make it to the
Low/Hard state. Whichever ‘branch’ the transient takes, it seems that the intial
rise is generally associated with a discrete ejection event (Fender & Kuulkers
2001), sometimes multiple events (e.g. Kuulkers et al. 1999). Subsequently, if
the source ‘achieves’ the High/Soft state, there appears to be no re-emergence of
core radio emission (and so we can assume the radio jet is ‘switched off’ and any
radio emission we observe is physically decoupled from the ongoing accretion
process); if it instead finds itself in the Low/Hard X-ray state a flat or inverted-
spectrum component emerges (Fender 2001).

Fig. 6. The one-to-one correspondence, in GRS 1915+105, of brief (minutes) tran-
sitions into state ‘C’, roughly analogous to the Low/Hard state in more traditional
BHCs, with the formation of discrete radio oscillation events. Four radio events are
observed to be associated with a dips into the hard state – gaps in the X-ray light
curve are due to Earth occultations, and there was almost certainly a hard dip as-
sociated with the second radio event as well. The delay is probably due to the time
required for self-absorption of the radio emission to decrease (as the ejecta expand).
From Klein-Wolt et al. (2001).

GRS 1915+105. While one of the aims of this review is to establish that jets
are not a bizarre property of some small subset of XRBs, but rather a more ubiq-
uitous feature, one source, GRS 1915+105, still deserves a mention on its own.
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The source displays a remarkable and unique range of X-ray behaviour which can
however be broken down into transitions between three broadly-defined ‘states’
(Belloni et al. 2000). It was also the first system for which we had direct evidence
of highly relativistic flows (Mirabel & Rodŕıguez 1994) and displays an extraor-
dinary variety of radio behaviour (e.g. Pooley & Fender 1997), most of which
can (presumably) be associated with the formation of synchrotron-emitting jets.

One of the three ‘states’ into which any X-ray light curve of GRS 1915+105
can be deconstructed (state ‘C’) is broadly analogous to the Low/Hard state
of traditional BHCs, being dominated by a power-law component in the X-
ray band. From a comparison of many hours of overlapping X-ray and radio
observations, we are confident that radio oscillation events are directly, and only,
associated with these hard states in this source (Fig 6; Klein-Wolt et al. 2001),
although there are alternative opinions expressed in the literature (e.g. Naik &
Rao 2000).

GRS 1915+105 shows other extraordinary properties, as if attempting to
provide all the observational data we need to understand the ‘disc–jet’ coupling
on its own. For example it was the first source for which there was unequivocal
evidence for infrared synchrotron emission (Fender et al. 1997; Eikenberry et
al. 1998, 2000; Mirabel et al. 1998; Fender & Pooley 1998; 2000) and is the
clearest example of a flat–spectrum core being resolved into a quasi-continuous
jet (Dhawan, Mirabel & Rodŕıguez 2000; Feretti et al. 2001).

3 Connections

Some broad patterns are now beginning to emerge from these studies; these
patterns are clues to generic properties of jets, their coupling to the accretion
process and so on. In no particular order, these include:

• A broad correlation between hard X-ray states and radio emission, in par-
ticular in BHCs. Meier (2001) takes such observations as direct evidence for
the MHD formation of jets in geometrically thick accretion flows. These hard
X-ray states are generally interpreted as arising via inverse Comptonisation
(Poutanen 1998 and references therein) in a ‘corona’ and/or an advection-
dominated accretion flow (ADAF; e.g. Esin, McClintock & Narayan 1997). It
is interesting to note that, to my knowledge, in every case where an ADAF has
been invoked to explain the optical–X-ray spectrum in XRBs, radio emission
is present (and yet is not fit by ADAF models).

• A related point is that in all types of X-ray binary for which we have a clear
picture, the strength of the jet appears to be anticorrelated with the mass
accretion rate as inferred from X-ray spectral and timing studies alone (e.g.
Figs 2,3; Belloni, Migliari & Fender 2000). Jets may well turn out to be an
important factor in the state transitions associated with BHCs, Z sources and
probably also Atolls.

• The jet, however it is formed, whether via MHD or some other ‘black box’
really seems to carry a lot of the accretion power – in the case of the hard state
of BHCs it seems inescapable that the jet requires at least 10% of the accretion
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energy budget – since current models often attempt to fit observations to a
rather higher degree of accuracy than this its effect can presumably not be
ignored.

4 Forwards

In Fig 7 I attempt to briefly summarise the state of play of research into X-
ray binary jets. A key point is the ubiquity of jets; it is hoped that I have by
now convinced the reader that it is at least possible if not likely that jets are
important for the majority of X-ray binary systems. Taking this as established,
I have outlined the areas in which important research can be done via either

• An empirical, ‘energetics’ approach, in which the exact way in which the jet
extracts energy and angular momentum from the accretion flow is not key,

Composition
Bulk velocity

Pre-1990 : SS 433, Cyg X-3, Cir X-1
Jets are a ‘rare phenomenon’

Interactions with ISM
Jet rotation (angular momentum)

2 0 0 0 +
Ubiquity and importance of jets

Physical processes: probing

and black holes (event horizons)

relativistic regimes

Jet formation - MHD ?

Particle acceleration
Comparison with AGN/GRBs

Energetics and significance
for the accretion process

Extent of synchrotron component

1990s: Z sources - general pattern of radio:X-rays
Galactic centre ‘microquasars’ discovered

BHCs - pattern of radio:X-ray behaviour established
‘Superluminal’ transients discovered

Comparison of neutron stars

Fig. 7. A schematic indication of where we are now with research into jets from X-ray
binaries, and some possible future directions. Central to this scheme is an understanding
of how ubiquitous is the jet phenomena for X-ray binaries.
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but rather estimating how much of these quantities are associated with the
jet, is.

• A ‘physics’ approach, in which we really try to probe the physics of what
is happening – ie. how are the particles accelerated, how are the inflow and
outflow physically coupled, what knowledge can we extract about solid sur-
faces/event horizons associated with the compact object, etc.

It is fair, I think, to say that while the second approach must be the ultimate
aim, it is only via the broader approach in which the significance (without the
details) can be established, that the research interest in the detailed physics can
be established.

4.1 Energetic and Dynamical Significance of Jets

Spectral Extent and Power of Synchrotron Component. It was already
noted that transient ejection events could require a very large rate of power injec-
tion, and may be energetically significant during the outburst phase of transients
(e.g. Mirabel & Rodŕıguez 1994). While Kaiser, Sunyaev & Spruit (2000) argued
that the required energy input could be spread over a longer timescale, at least in
one case, the repeated oscillation/ejection events in GRS 1915+105, this cannot
be occurring (Fender & Pooley 2000).

In the persistent sources, notably the black holes in Low/Hard states, there
are strong arguments that the self-absorbed synchrotron spectrum extends to at
least the near-IR or optical bands (Fender 2001; Brocksopp et al. 2001; Fender et
al. 2001). Since the jets are likely to be radiatively inefficient (as are AGN jets,
see e.g. Celotti this volume), then the total jet power may begin to approach
or even exceed the broadband X-ray luminosity, traditionally taken to be the
best measure of accretion rate. In the case of the Low/Hard state transient XTE
J1118+480 (which has been dynamically established to contain a black hole –
McClintock et al. 2001), the ratio of total jet power to X-ray luminosity, if the
synchrotron spectrum extends only to the near-infrared, is of order PJ/LX ∼
0.01η−1 where η is the radiative efficiency of the jet (Fender et al. 2001). For
both X-ray binaries and AGN, it is likely that η < 0.1, giving PJ ≥ 0.1LX – so
even in a very conservative estimate, the jet power is at least 10% of the total
accretion luminosity and cannot seriously be ignored.

Even more intriguingly, if the self-absorbed synchrotron component extends
to the optical band or beyond, then comparison of the broadband radio–optical–
X-ray spectra of BHCs in hard states show that the optically thin component
should have a significant role to play in the X-ray band. In fact, Markoff, Falcke
& Fender (2001) show that for XTE J1118 the jet can even fit almost the entire
broadband spectrum, dominating (> 90%) the power output of the system in
the low/hard X-ray state (Fig 8). For the neutron stars the data are sparser,
but Fomalont et al. (2001a,b) argue that the jet power in Sco X-1 is at least an
order of magnitude greater than the observed X-ray luminosity. Furthermore,
sources such as SS 433 and LS 5039 (Paredes et al. 2000) are very weak in the
X-ray band by the standards of XRBs in general, yet are powerful producers of
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jets and maybe even γ-rays. Perhaps we should adjust our thinking to consider
that X-rays are not the only tracers of accretion power at large in the universe.

Shock

NozzleJet

Thermal/Outer 
Accretion Disk

Optically thick
Post-shock Jet

Optically thin
Post-shock Jet

Pre-shock Jet
+ Nozzle

Ryle+VLA

JCMT
UKIRT HST

RXTE

Inverse
Compton

EUVE

"Disk" BB

ξ = 10ξ = 100

Fig. 8. Broadband radio – X-ray spectrum of the BHC XTE J1118+480 in the
low/hard X-ray state, fitted by a combination of a truncated accretion disc and a
jet. From Markoff et al. (2001).

Composition. The question of whether or not XRB jets are in general com-
prised of a normal baryonic (electrons + protons) plasma or of pairs (electrons
+ positrons) is important both for our concept of the flow of mass in accretion,
and in estimating the energetics of the outflow. For example, in the case of the
repeated oscillations in GRS 1915+105 the required power in the event that
each oscillation is associated with the relativistic bulk motion of a large number
of protons is much greater than if the plasma is simply electron:positron pairs
(Fender & Pooley 2000).

Unfortunately, with the exception of SS 433 for which atomic emission lines
have been directly observed (e.g. Margon 1984), we only observe synchrotron
emission from electrons (and/or positrons) in the jets and it is not straight-
forward to detect the presence of protons. One ray of hope is that the use of
circular polarisation measurements may shed light on the composition of jets
in both AGN and XRBs (e.g. Wardle 2001), although interpretations of data
are not straightforward. One XRB source, SS 433, has been detected in circular
polarisation (Fender et al. 2000a), but again the relation of this source to other
more ‘normal’ XRBs is unclear, and more measurements are needed.
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Bulk Velocity. Essential to our understanding of the energetics of the outflow
(Ekinetic ∼ (Γ − 1) × Einternal), and also for theoretical models of jet formation
and their propagation through the ISM, is the ‘terminal’ Lorentz factor of the
outflows in X-ray binaries. Only SS 433 has a well-defined and only moderately
relativistic flow velocity. For other systems, even the well studied ones such as
GRS 1915+105, the ‘true’ bulk Lorentz factor is such a sensitive function of the
assumed distance (Fender et al. 1999a) and our interpretation of the data (Bodo
& Ghisellini 1995) that we cannot really be certain at all of its value.

One interesting consideration is that the similarity of the correlation between
X-ray and radio fluxes in the Low/Hard state sources Cyg X-1, GX 339-4 and
others (Brocksopp et al. 1999; Corbel et al. 2000; Fender 2001) may naively
imply that one component cannot be strongly beamed compared to the other,
or the relation would be very different from source to source, depending on
inclination even if they all had exactly the same velocity. Therefore it seems
likely that the bulk Lorentz factor is not exceptionally high, probably < 10,
although a quantitative investigation is required to tell if the available small-
number statistics really are that constraining.

Jet Rotation – Angular Momentum Transport. While there is much
progress in understanding the energetic significance of jets from X-ray bina-
ries, their influence (if any) on the extraction of angular momentum from the
accretion flow (a necessary but poorly-understood process) remains unclear. Ob-
servations of rotating jets from X-ray binaries, especially if the amount of angular
momentum could be quantitatively estimated, would be of great significance.

Interactions with the ISM. Observations of interactions between XRB jets
and the ISM are much less common than observations of interactions between
AGN jets and the IGM; as a result we are left with one less diagnostic of the
energetics of the outflow – in essence, the endpoint of the bulk of XRB jet power
(in the form of kinetic energy) is unknown. In a few cases, interactions with the
ISM have been observed – the BHCs 1E 1740.7-2942 and GRS 1758-258 in the
galactic centre show AGN-like radio lobes (e.g. Mirabel 1994); SS 433 is clearly
interacting with the surrounding radio nebula W50 (e.g. Dubner et al. 1998);
Cir X-1 is surrounded by a radio nebula which seems to be powered by its radio
jets (Stewart et al. 1993; Fender et al. 1998), and there are a few more examples.

Besides being additional clues as to the total power of jets, other intriguing
possibilities exist which could be investigated by means of the jet-ISM interac-
tion. For example, are XRB jets a source of cosmic rays? do they induce star
formation?

5 Physical Processes

5.1 Jet Formation

Detailed numerical modelling of relativistic jets currently favour magnetohy-
drodynamic (MHD) models (e.g. Meier, Koide & Uchida 2001 and references
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therein). Can we test these models with observations of X-ray binaries? perhaps
in some ways we can – for example Meier (2001) takes the empirically derived
association between hard X-ray states and radio emission in XRBs as some of the
strongest observational evidence for MHD jet formation in geometrically thick
accretion flows threaded by poloidal field lines.

5.2 Comparison of Neutron Stars and Black Holes

Are there any observed differences between the accretion:outflow coupling in
BHCs and NS systems? There may be some hints – firstly, in Fender & Hendry
(2000) it was established that the persistent BHCs in the Low/Hard state had
approximately the same radio luminosity as the Z sources on the HB. Since
the Z sources are significantly more luminous X-ray sources than the Low/Hard
state BHCs, this already implied that there was some difference. In Fender &
Kuulkers (2001) the ratio of peak radio to X-ray flux was compared for all
reported (quasi-)simultaneous observations of X-ray transients. This ratio, or
‘radio loudness’ was found to be significantly higher for the BHCs. There are
two obvious possible causes of this effect – either BHCs are more efficient at
producing jets (extraction of energy from their deeper gravitational potentials?),
or maybe the BHCs are underluminous at X-ray wavelengths, even in outburst,
due to radiatively inefficient flows and their lack of a solid surface. The former
explanation implies that we are probing to within the last few gravitational radii
around the compact object; the latter may be considered evidence for black hole
event horizons.

5.3 Particle Acceleration and a Comparison to AGN and GRBs

Part of the theme of this volume is a comparison between the physics of rel-
ativistic outflows from X-ray binaries, AGN and GRBs. I shall briefly address
both of these areas here.

Particle Acceleration. Observation of the spectral index of optically thin syn-
chrotron sources allows a direct probe of the underlying electron population. The
synchrotron emission is produced by a (probably) nonthermal (power-law) dis-
tribution of relativistic (Lorentz factors possibly to ≥ 1000) electrons spiralling
in a magnetic field. Typically this results in an observed power-law emission
component at frequencies for which self-absorption is not important (ie. ‘opti-
cally thin’), for which we can define the spectral index α = ∆ logSν/∆ log ν,
i.e. the observed flux density Sν ∝ να (warning : many works, especially older
papers on AGN, use the reverse definition, ie. Sν ∝ ν−α). If the power-law dis-
tribution of electrons is described as N(E)dE = N0E

−pdE (where N(E)dE is
the number of electrons with energy in the range E to E + dE, and N0 is a
constant), then the observed spectral index α = (1−p)/2 (for a plasma in which
adiabatic expansion losses dominate). Thus measurement of the optically thin
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spectral index directly provides information on the distribution of relativistic
electrons; typically −1 ≤ αopt.thin ≤ −0.5, implying 2 ≤ p ≤ 3.

These values are broadly consistent with those predicted for acceleration of
the particles at a shock (e.g. Blandford & Eichler 1987) and are comparable to
those observed in AGN. For now it seems reasonable to accept shock-accelerated
power-law distributions of electrons as the origin of the observed synchrotron
emission.

XRBs as Mini-AGN: ‘Microquasars’. The term ‘microquasar’ is evocative
and has been powerful in attracting public and scientific interest to the field
of jets from X-ray binaries. It cannot be denied that there is some accuracy
in it as a scientific expression, since in both AGN and X-ray binaries it seems
that an accretion flow around a black hole (or neutron star in the case of the
XRBs) results in the production of a powerful collimated outflow. There are
obvious differences too, such as the supply of matter for accretion (or ‘Fuel
Tank’) which is clearly different in the two cases, but perhaps, since the exotic
physics takes place relatively close to the black hole, where the material has
presumably ‘forgotten’ where it came from, this is not important. For example,
Falcke & Biermann (1996) discuss the applicability of scaling down AGN jet
models to X-ray binaries. It has often been noted that since accretion timescales
might be expected to scale with mass of the accretor then processes which could
never be observed from an AGN in a single human lifetime may be observed
many times over by the same individual from a microquasar (e.g. Sams, Eckart
& Sunyaev 1996; Mirabel & Rodŕıguez 1999).

Has the study of XRBs shed any light yet on the physics of AGN? this is
less clear, but the prospects are good. Certainly application of many principles
developed for AGN has been extremely useful in helping us to understand XRB
jets without having to reinvent the wheel, and it would be nice to reciprocate.
An example may be the clear relation between modes of accretion, or ‘states’,
and the presence of radio jets in the BHC XRBs – is this related to the radio-
loud:radio-quiet dichotomy in AGN?

XRBs and GRBs. GRBs and their afterglows are now widely believed to be
associated with highly relativistic outflows (e.g. Sari, Piran & Halpern 1999;
see also papers by Sari and Galama in these proceedings). Since they appear
to be small-scale objects (compared to AGN) it is therefore natural to look for
any connections with the jets of XRBs. Pugliese, Falcke & Biermann (1999)
specifically discuss the possibility of a GRB from SS 433, and Portegies Zwart,
Lee & Lee (1999) discuss the possibility of GRBs arising from a precessing jet in a
‘gamma-ray binary’. For now the jury is out on the relevance of such comparisons
and models. In at least one respect, the bulk Lorentz factor (invoked to be 100
or even more in GRBs) there seems to be a significant distinction between the
physics of the outflow in the two types of object.
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6 Conclusions

To conclude, the study of jets from X-ray binaries is providing much exciting
data on the physics of the coupling of accretion and outlflow around both neutron
stars and black holes. The latter in particular provide hope that we may be able
to learn about the physics of black hole accretion in AGN, the powerhouses of
the Universe, by studying XRBs. It is this author’s feeling that jets will turn
out to be a fairly ubiquitous characteristic of the accretion process in XRBs. In
order to establish this, more observations of radio emission from the NS Atoll
sources, the single largest class of XRB, are required.
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18. Dhawan V., Mirabel I.F., Rodŕıguez L.F., 2000, ApJ, 543, 373
19. Dubner G.M., Holdaway M., Goss W.M., Mirabel I.F., 1998, AJ, 116, 1842



120 Rob Fender

20. Eikenberry S.S., Matthews K., Morgan E.H., Remillard R.A., Nelson R.W., 1998,
ApJ, 494, L61

21. Eikenberry S.S., Matthews K., Muno M., Blanco P.R., Morgan E.H., Remillard
R.A., 2000, ApJ, 532, L33

22. Esin A.A., McClintock J.E., Narayan R., 1997, ApJ, 489, 865
23. Falcke H., Biermann P.L., 1996, A&A, 308, 321
24. Fender R.P., 2001, MNRAS, 322, 31
25. Fender R.P., Hendry M.A., 2000, MNRAS, 317, 1
26. Fender R.P., Pooley G.G., 2000, MNRAS, 318, L1
27. Fender R.P., Kuulkers E., 2001, MNRAS, 324, 923
28. Fender R.P., Pooley G.G., Brocksopp C., Newell S.J., 1997, MNRAS, 290, L65
29. Fender, R., Spencer, R., Tzioumis, T., Wu, K., van der Klis, M., van Paradijs J.,

Johnston H., 1998, ApJ, 506, L21
30. Fender, R.P., Garrington, S.T., McKay, D.J., Muxlow, T.W.B., Pooley, G.G.,

Spencer, R.E., Stirling, A.M., Waltman, E.B., 1999a, MNRAS, 304, 865
31. Fender R. et al., 1999b, ApJ, 519, L165
32. Fender R., Rayner D., Norris R., Sault R.J., Pooley G., 2000a, ApJ, 530, L29
33. Fender R.P., Pooley G.G., Durouchoux P., Tilanus R.P.J., Brocksopp C., 2000b,

MNRAS, 312, 853
34. Fender R.P., Hjellming R.M., Tilanus R.P.J., Pooley G.G., Deane J.R., Ogley

R.N., Spencer R.E., 2001, MNRAS, 322, L23
35. Feretti L., et al., 2001, Proceedings of the 5th EVN Symposium, Eds. J. Conway,

A. Polatidis, R. Booth, Onsala Observatory, Sweden (June 2000), in press (astro-
ph/0009348)

36. Fomalont E.B., Geldzahler B.J., Bradshaw C.F., 2001a, ApJ, 553, L27
37. Fomalont E.B., Geldzahler B.J., Bradshaw C.F., 2001b, ApJ, in press (astro-

ph/0104372)
38. Garcia M.R., Grindlay J.E., Molnar L.A., Stella L., White N.E., Seaquist E.R.,

1988, ApJ, 328, 552
39. Geldzahler B.J. et al., 1983, ApJ, 273, L65
40. Gomez J.-L., Marscher A.P., Alberdi A., Jorstad S.G., Garcia-Miro C., 2000, Sci-

ence, 289, 2317
41. Hasinger G., van der Klis M., 1989, A&A, 225, 79
42. Hjellming R.M., Johnston K.J., 1981a, Nature, 290, 100
43. Hjellming R.M., Johnston K.J., 1981b, ApJ, 246, L141
44. Hjellming, R.M., Han, X., 1995, Radio properties of X-ray binaries. In : Lewin,

W.H.G., van Paradijs, J., van der Heuvel, E.P.J. (Eds.), X-ray binaries, Camridge
University Press, Cambridge, 308–330

45. Hjellming, R.M., Rupen, M.P., 1995, Nature, 375, 464
46. Homan J., Wijnands R., van der Klis M., Belloni T., van Paradijs J., Klein-Wolt

M., Fender R., Mendez M., 2001, ApJS, 132, 377
47. Janiuk A., Czerny B., Zycki P.T., 2000, MNRAS, 318, 180
48. Kaiser C.R., Sunyaev R., Spruit H.C., 2000, A&A, 356, 975
49. Klein-Wolt M., Fender R.P., Pooley G.G., Bellpni T.M., Morgan E.H., Migliari

S., van der Klis M., 2001, MNRAS, submitted
50. Kuulkers E., Fender R.P., Spencer R.E., Davis R.J., Morison I., 1999, MNRAS,

36, 919
51. Liu Q.Z., van Paradijs J., van den Heuvel E.P.J., 2000, A&AS, 147, 25
52. Liu Q.Z., van Paradijs J., van den Heuvel E.P.J., 2001, A&A, 368, 1021
53. Livio M., 1999, Physics Reports, 311, 225



Relativistic Outflows from X-ray Binaries (‘Microquasars’) 121

54. McClintock J.E., Garcia M.R., Caldwell N., Falco E.E., Garnavich P.M., Zhao P.,
2001, ApJ, in press

55. Markoff S., Falcke H., Fender R.P., 2001, A&A, 372, L25
56. Margon B., 1984, ARA&A, 22, 507
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Abstract. GRBs were discovered with the Vela satellites, whose main purpose was to
verify compliance with the 1963 Limited Nuclear Test Ban Treaty. Since their discovery
these events, which emit the bulk of their energy in the 0.1 − 1.0 MeV range, and
whose durations span milliseconds to tens of minutes, posed one of the great unsolved
problems in astrophysics. GRBs are formed in extreme relativistic outflows and provide
important information about highly relativistic acceleration mechanisms. Until 1997,
no counterparts (quiescent as well as transient) could be found and observations did
not provide a direct measurement of their distance. The breakthrough came in early
1997, when the Wide Field Cameras aboard the Italian-Dutch BeppoSAX satellite
allowed rapid and accurate localization of GRBs. Follow-up on these positions resulted
in the discovery of X-ray, optical and radio afterglows. These observations revealed that
GRBs come from ‘cosmological’ distances, and that they are by far the most luminous
photon sources in the Universe, with peak luminosities in γ rays up to 1052 erg/s, and
total energy budgets up to several times 1053−54 erg (for assumed isotropic emission).
Evidence is accumulating, however, that GRB outflow is collimated in the form of jets
and when corrected for the geometry of the outflow the energies of GRBs appear to
cluster around 5 × 1050 ergs- very comparable to that of supernovae. GRBs are rare
phenomena with an overall rate about 2000 times smaller than that of supernovae.
Indirect evidence in the last several years shows that a fraction of GRBs may be related
to a peculiar type of supernova explosions. Theoretical work has shown that these
supernovae most likely mark the birth events of stellar mass black holes as the final
products of the evolution of very massive stars. A fundamental question is whether there
are also other processes that can drive such an engine, for example the coalescence of a
double neutron-star system. Finally, the expectation is that one can use the enormous
optical and infrared luminosities of the afterglows of GRBs to probe the Universe out to
very large redshifts, beyond what is possible using supernovae or quasars. This would
open an entirely new and exciting field of astrophysics and cosmology.

1 Introduction

In this article we will attempt to provide an overview of the current status of
Gamma-Ray Burst (GRB) research. In particular, we focus on the observational
and theoretical understanding that has resulted from the identification of coun-
terparts to GRBs, i.e. the discovery of long-lived afterglows.

The structure of the review will be as follows. In Sect. 2 we will provide a
brief discussion of GRB properties, and some history of GRB research. In Sect. 3
and 4 we present the, by now, ‘standard’ model for interpretation of the gamma-
ray burst and of the afterglow emission: the fireball plus relativistic blast-wave

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 123–168, 2002.
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model. In Sect. 5 we discuss the afterglow revolution, which revealed the extreme
energetics of GRBs and confirmed the highly relativistic nature of these sources.
In Sect. 6 and 7 we discuss the theory of collimated (jetted) outflow and present
the observational evidence for collimation in GRBs. In Sect. 9 we present the
physics of the reverse shock and discuss the extreme optical brightnesses that
GRB afterglows may show at very early times. In Sect. 10 we discuss possible
progenitor systems of GRBs and the observational constraints we have on those.
The huge luminosities at early times may very well be used to study the very
high-redshift Universe (z > 5), a topic that will be touched upon in Sect. 11.

2 γ-Ray Burst Properties

2.1 Vela Satellites

The Limited Nuclear Test Ban Treaty prohibits nuclear weapons tests ‘or any
other nuclear explosion’ in the atmosphere, in outer space, and under water.
The Vela satellites were designed such that they could verify compliance with the
treaty by detecting the γ–rays from nuclear tests outside the Earth’s atmosphere.
Vela 5A, 5B, 6A and 6B each carried six 10 cm3 CsI scintillation counters; they
could detect photons in the 0.2-1.0 MeV (Vela 5) and 0.3-1.5 MeV (Vela 6)
energy range (see Fig. 1).

A search for γ-ray bursts was started by R. Klebesabel because of the predic-
tion that γ-ray emission would be observable during the initial stages of super-

Fig. 1. Left figure: Vela-5A and 5B Satellites in the Clean Room. Right figure: ani-
mation of Vela-5B in low Earth orbit (courtesy of Los Alamos National Laboratory).
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nova explosions [1]. No indications for such a phenomenon were found. It was in
1969 that, embedded in Vela spacecraft data from 1967, a γ-ray burst was found.
At that time the Sun could not be excluded as a source. With the launch of a
new generation of Vela satellites (the Vela 6) sufficient timing accuracy made it
possible to exclude the Sun as the source of these events. Once about 16 events
were found, Klebesabel, Strong and Olson published a paper announcing the
discovery of cosmic γ-ray bursts [2]. The original July 1967 event is not in that
paper because it could have come from the Sun (although its characteristics are
like a GRB and it is now considered the oldest known GRB)1. A time history of
the 1967 event can be found in Strong and Klebesabel [3].

2.2 Light Curves and Spectra of GRBs

The Burst And Transient Source Experiment (BATSE) on board the Compton
Gamma-Ray Observatory (CGRO; see Fig. 2) observed about one GRB a day.
The CGRO provided a wealth of information on GRB light curves and spectra;
here we summarize some of the most important results. A more extensive dis-
cussion on temporal properties and spectra of GRBs can be found in the review
by Fishman and Meegan [4].

• GRBs have durations ranging from milliseconds to ∼ 103 s. Their time histo-
ries display a great diversity of structure, with single or multiple peaks, with
smooth profiles, profiles with sub-peaks, profiles with well separated peaks
and profiles with overlapping peaks and spikes (see Fig. 3).

• GRB light curves show rapid variability, on time scales sometimes less than
a millisecond [5,6]. As light travels a distance L = ct = 3 · 107 cm in one
millisecond, about 10 neutron star radii, it is generally believed that GRBs
originate from compact objects, such as neutron stars (NS) or black holes
(BH).

• Several attempts have been made to categorize GRB time histories. No other
observational parameters appear to be correlated with temporal morphologies
(e.g., [4]), i.e., there is little morphological evidence for distinct burst classes
within the GRBs. There is one exception: the distribution of burst durations is
bimodal and separates GRBs into two classes, the short events (<2s) and the
longer ones (>2s) ([7]; see Fig. 4). The duration appears to be anticorrelated
with spectral hardness: short bursts are predominantly harder than long ones
[7].

• Norris et al. [9] find evidence for time dilation by comparison of samples of
bright and dim BATSE GRBs. The centroids and widths of the duration
distribution for the dim sample are scaled by a factor of two relative to the
bright sample. They interpret this as a result of cosmological redshift: the
dim bursts are, on average, located at larger distance (i.e., redshifts) than the

1 It is often believed that the publication was delayed until 1973 because the data were
classified. In fact it was the better timing of GRBs which was needed to rule out the
Sun.
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Fig. 2. The Compton Gamma Ray Observatory (CGRO) above western Africa just
prior to its release from the Space Shuttle into orbit. Visible are the solar panels and the
four CGRO experiments: the large round domes of the EGRET (bottom) and COMP-
TEL (center) experiments and four of the eight BATSE detectors located at the cor-
ners of the satellite are visible. The OSSE experiment housing is visible just above the
COMPTEL dome (courtesy of NASA).

bright bursts. The sources of dimmer bursts would lie at redshifts of around
2.

• High-energy emission is a unique feature of GRBs. Spectral measurements
extend from a few keV to ∼ GeV (see e.g., Fig. 5). The continuum spectra
of GRBs are very broad and hard; most of the power is emitted above 50
keV. GRB spectra are well described by an empirical function, the so called
Band function [10]. This function consists of a low- and high-energy power
law, smoothly joined by an exponential turnover. It has three parameters, the
peak energy, and the low- and high-energy photon index (for details see [10]).
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Fig. 3. A sample of GRB light curves (25-2000 keV) observed by BATSE. The light
curves display a large variety in time profiles, duration, and intensities. Burst trigger
105 is an example of a burst with smooth, well defined peaks. Trigger 257 is a typical
example of a Fast Rise, Exponential Decay (FRED) light curve. Trigger 408 is an
example of a complex, chaotic and spiky burst. Trigger 677 is a GRB with very short
duration, and belongs to the sub-class of short GRBs (< 2 sec) (courtesy of the BATSE
team).

• Delayed very high-energy γ rays have been observed from GRBs with EGRET
on board the CGRO [11,12]. In the case of GRB 940217, 200 MeV-20 GeV pho-
tons were observed with EGRET up to 90 minutes after the event onset [11],
much longer than the duration of the lower photon energies of the GRB itself
(∼ 200 seconds; 30-2000 keV).

• Ford et al. [13] investigated the evolution of the peak energy for long and
bright GRBs and found that the peak energy decreases with time. Liang and
Kargatis [14] found that the peak energy decreases exponentially with the pho-
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Fig. 4. Distribution of T90 for BATSE bursts from the 4B catalog [8]. T90 is defined as
the time during which the cumulative counts increase from 5% to 95% [7].

Fig. 5. Spectra of two bright GRBs (GRB910503, 20 keV to 300 MeV; GRB910814,
103 keV to 500 MeV) from BATSE, COMPTEL and OSSE data (from [19]).

ton fluence. This ‘hard-to-soft’ spectral evolution (see also [15]) is also found
within individual pulses of GRBs [13].

• Time histories of GRBs are different for different energy bands. At higher
energies the overall burst duration as well as the rise and fall time scales of
pulses are shorter than those at lower energies [16]. Typically, the low-energy
emission in GRBs persists longer than the high-energy emission.
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2.3 Distribution on the Sky and in Space

Prior to the launch of the CGRO, in 1991, various experiments discovered, that
the burst population is approximately uniform in space. Detector sensitivities
were still too small to detect an ‘edge’ to the distribution of burst sources [17,18].

The space distribution of GRB sources is related to their apparent flux dis-
tribution, as can be seen from the following simplified argument. We first assume
that bursts are “standard candles”, i.e., they emit the same amount of luminos-
ity at the same wavelengths. A burst at a distance d0 is observed with a peak
flux P0, P0 ∝ d−2

0 . The cumulative rate of bursts, with peak fluxes P exceeding
P0, R(≥ P0), is proportional to the volume V0 of space in which bursts with ob-
served peak fluxes P ≥ P0 can be observed. Hence it is proportional to d3

0 and,
by P0 ∝ d−2

0 , proportional to P
−3/2
0 , yielding a logR(≥ P0)-logP0 curve with

a slope of −3/2. Now, even if the luminosities have a broad distribution, they
are some (or integral) of several “standard candle” population, and the some of
curves with −3/2 slope, is still a curve with −3/2 slope. In the 1980’s it was
observed that bright bursts follow this slope of –3/2. However, balloon experi-
ments, with very large area detectors, found that the weaker bursts deviate from
the −3/2 slope [20]. Relatively fewer faint sources than expected from a homo-
geneous distribution of bursts were seen. It was not clear at that time whether
this deviation was the result of selection biases or a really existing effect.

The BATSE Surprise (1991). Astronomical objects in the vicinity of the
Sun (closer than the Galactic disk thickness) show a uniform distribution in
space and are isotropic on the sky. The general notion in the GRB community,
based on these observational facts, was that GRBs were produced by neutron
stars and that we observed the nearby ones in the solar neighborhood. This
notion was reinforced by the alleged detection of cyclotron lines (reflecting a
magnetic field ∼ 1012 Gauss) in the spectra of several GRBs with the Venera
and Ginga satellites [21,22,23], and by emission features around 400 keV, which
were interpreted as gravitationally redshifted 511 keV annihilation lines [21].
However, in spite of very extensive searches, BATSE has not found any such
spectral features [24,25]. It was believed that a sensitive instrument like BATSE
would see the Milky Way of bursters. The big BATSE surprise [26] was that even
faint GRBs are distributed isotropically on the sky (see Fig. 6). In addition, the
fainter bursts showed a turnover in the cumulative brightness distribution (see
Fig. 7), i.e., there is a distinct dearth of very weak GRBs. BATSE also sees no
clustering of bursts on small or large angular scales, i.e., GRBs are not associated
with concentrations of mass on any distance scale (e.g the Galactic disc, nearby
clusters of stars, the Large Magellanic Cloud, nearby galaxies like M31 or clusters
of galaxies like Virgo). The simplest explanation for these observations is that
we are at the center of a spherically symmetric distribution of GRBs and that
we are observing the ‘edge’ of this distribution.
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Fig. 6. Angular distribution of BATSE bursts in Galactic coordinates.

2.4 The ‘Great’ Debate

The BATSE observations (see the previous Sect. 2.3) excluded that GRBs come
from a galactic disk population [26]; a Galactic disc population of burst sources
would either be homogeneous, at distance scales less than several hundred pc, or
anisotropic, at distances greater than several hundred pc. Naturally these results
led to the conclusion that GRBs originate from ‘cosmological’ (Gpc) distances
[8,28,29,30]. There was, however, a countervailing view that GRBs originate in
a very large halo around our galaxy [31,32,33]. As a result, the discussion on the
nature of GRB sources focused on their distance scale.

Galactic Halo. All known Galactic objects are strongly concentrated to the
Galactic center. In order to have no measurable anisotropy of a Galactic popu-
lation of bursts, the objects should populate an extended halo with a very large
core radius, R ≥ 100 kpc, so that the offset of the Sun from the center of the
Galaxy does not show up. The lack of any observable concentration of bursts
towards the nearby galaxy M31 gives some further constraints on the size of
a Galactic burster halo. The halo radius was estimated to lie between 100 to
300 kpc [34,35,36]. This would imply that bursts should populate a yet unob-
served very extended hypothetical halo. It was suggested that such an extended
halo might perhaps be created by injection of high-velocity neutron stars from
the Galactic plane, escaping the gravitational field of the galaxy (e.g., [37]).
Assuming a distance d = 100 kpc for a Galactic burst we find a luminosity
LGRB ∼ 1042erg s−1 (for a typical GRB flux, fGRB = 10−6erg cm−2s−1, and
assuming isotropic emission).
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Fig. 7. The cumulative peak flux distribution of ‘triggered’ BATSE bursts combined with
the ‘non-triggered’ BATSE bursts found in 6 years of archival BATSE data (solid line;
units are bursts yr−1 sr−1; from [39]). Shown are the best-fit cosmological models with
power-law luminosity distributions for: a co-moving burst rate that is independent of
redshift (dot-dashed line), and for co-moving burst rates that follow the star-formation
rate as determined by Madau et al. [40] and Hughes et al. [41]. The slope −3/2 for a
uniform distribution of sources is also indicated.

Cosmological. As far as we know, on much larger distance scales, several Gpc,
all objects are distributed roughly isotropically and uniformly. A cosmological
distribution of sources would reveal a natural deficiency of weaker bursts by
relativistic effects that affect the weaker (on average at greater distances) bursts
[8,28,30]. Because of cosmological time dilation the count rate is lower by a
factor 1 + z. Also, space is not Euclidian, which becomes noticeable at larger
scales, and the observed spectrum is redshifted by a factor 1 + z, i.e., a different
part of the spectrum is observed (e.g., [38]). For a typical GRB flux, fGRB =
10−6erg cm−2s−1, and a cosmological distance of d = 3 Gpc we find a luminosity
LGRB ∼ 1051erg s−1.

2.5 Counterparts

The lack of knowledge about the nature of GRBs led to a lot of speculation
and an enormous number of proposed models. Some examples are the merger
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of a double neutron star (NS-NS) or of a neutron star and black hole (NS-BH)
binary, failed supernovae, asteroids or comets falling into black holes or neutron
stars, processes in the core of active Galactic nuclei etc. (see [42] for a list of
more than 100 models of GRBs published before 1992).

As mentioned above, the γ-ray properties of GRBs did not provide unam-
biguous distance clues, and it was generally agreed that settling the debate on
the GRB origin required the identification of GRB counterparts at other wave-
lengths (e.g., [43]). Identification of a known type of object associated with a
GRB would immediately reveal the distance scales and thereby greatly constrain
theoretical models of GRB production. However, the generally large positional
errors of bursts and the fact that accurate positions were usually obtained only
long after the event, made searches for counterparts difficult. Historically, three
strategies were employed for counterpart searches. Deep searches for quiescent
counterparts to accurately localized events, i.e., low-energy emission long after
the burst, have been made and reveal that quiescent counterparts are very faint,
i.e., not detected, at all energies [43]. For example, in radio at 2, 6, and 20 cm,
upper limits of ∼ 100–800µJy on quiescent counterparts for ten small GRBs
error regions were given [44]. Another strategy has been to search for flaring
counterparts in simultaneous wide-field monitoring experiments in the hope to
have a GRB included in the field of view of the instrument at the moment of
the event. A third counterpart search technique is to use the GRB detection
as a trigger to point the telescope in the appropriate direction and search for
a flaring and/or fading counterpart on time scales as long as, and much longer
than the burst itself; it is this third technique that proved to be successful (see
Sect. 5). Finally, optical emission simultaneous with a GRB was discovered [45]
(the strategy to search for flaring counterparts proved successful too).

3 GRB Theory – the Generic Picture

The exact mechanism leading to the phenomenon of GRBs is yet unknown, and
is a matter of debate, as we will discuss in Sect. 10. Despite this fact, some basic
characteristics are well understood. Below, we show how the observed spectra,
energies and timescales of GRBs have lead to a generic model, the so called
fireball shock model that is almost independent of knowledge about the unknown
‘inner engine’.

The extreme characteristics of GRBs, i.e. the observed large energies and
short timescales, lead to a paradox, the so called ‘compactness problem’. An
energy of 1052erg is released within a variability time δT ∼ 0.1s in the form
of photons of about 1 MeV. This translates into a huge number of N = 1056

photons. If we now assume that the energy is released in a small volume of
linear dimensions R ≤ cδT ∼ 109cm (which is naively required by the variabil-
ity timescale), then the optical depth to pair creation would be the number of
photons per unit area, multiplied by the Thomson cross section σT or

τ ∼ σT
N

4πR2 ∼ 3 × 1011 	 1.
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But, if that were true, such a large optical depth implies that all the photons
will have created pairs and thermalized. However, the observed spectrum of
GRBs, as shown in the previous section is highly non-thermal!

The only known solution to the ‘compactness problem’ is relativistic motion
[8,46]. These effects were considered in detail in [47,48,49]. A critical review of
these as well as some new limits are given by Lithwick and Sari [50]. If the
emission site is moving relativistically, with a Lorentz factor γ, toward the ob-
server, then the optical depth is reduced, compared to the stationary estimate,
due to two effects. First, the size of the source can be larger by a factor of γ2.
This will still produce variability over a short time scale given by δT = R/γ2c
since not all of the source is seen as the radiation for a relativistically moving
object is beamed (see figure 8). Second, the photons in the local frame are softer
by a factor of γ, and therefore only a small fraction of them, the ones at the
high-energy tail of the GRB spectrum, have enough energy to create pairs. The
combination of these two effects reduces the optical depth by a factor of ∼ γ6.5,
where the exact power depends on the GRB spectrum (see [50]). Therefore, the
optical depth is reduced below unity, and the ‘compactness problem’ is solved,
if the Lorentz factor is larger than about a hundred.

This solution to the compactness problem led to a three stage generic scenario
for GRBs. First, a compact source releases about 1052 erg, in a small volume
of space and on a short time scale. This large concentration of energy expands
due to its own pressure. If the rest mass that contaminates the site is not too
large, ≤ 10−5M� (the requirement of a small baryonic load), this will result in
relativistic expansion with γ > 100. Finally, at a large enough radius, the kinetic
energy (bulk motion) of the expanding material is converted to internal energy
and radiated, mainly in γ-rays. At this stage the system is optically thin and
high energy photons can escape. We now discuss this third stage in some detail.

3.1 Internal vs. External Shocks

Assume a flow carrying 1052 erg as kinetic energy. In order for this to produce
photons, the kinetic energy must be converted back into internal energy and radi-
ated away. The flow must therefore, at least partially, slow down. Two scenarios
were proposed for this deceleration: external shocks [51] and internal shocks
[52,53]. In the external shocks scenario, the relativistic material is running into
some (external) ambient medium, possibly the interstellar medium (ISM) or a
stellar wind that was emitted earlier by the progenitor. In the internal-shocks
scenario the inner engine is assumed to emit an irregular flow, that consists of
many shells, that travel with a variety of Lorentz factors and therefore collide
with one another and thermalize part of their kinetic energy.

The property that proved to be very useful in constraining these two possibil-
ities is the variability observed in many of the bursts. In the external-shocks sce-
nario, this variability is attributed to irregularities in the surrounding medium,
e.g., clouds. Each time the ejecta runs into a higher density environment, it pro-
duces a peak in the emission. In the internal shocks scenario, the source has
to emit many shells, and when two of them collide a peak in the emission is
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Fig. 8. Timescales from an expanding relativistic fireball. The gray area represents
the observed section of the fireball that can be seen by an observer located far to the
right. The angular opening of that section is 1/γ due to relativistic beaming. Consider
the 4 photons emitted at points A, B, C, and D. Photons A, C and D where emitted
simultaneously, but photon A will arrive at the observer first, since it is closer to the
observer. The arrival-time delay of photons C and D with respect to photon A is simply
given by the extra distance they have to travel. Therefore δTC−A = R(1 − cos θ)/c =
R/2γ2c, and δTD−A = ∆/c ∼ R/γ2c, where we have used the fact that relativistic
dynamics of fireballs imply ∆ ∼ R/γ2. Finally, photon B was emitted long after photon
A (about a time R/c later than photon A), however, it is much closer to the observer,
resulting in δTB−A = R/2γ2c. All three timescales lead to the expression R/γ2c. A
short observed variability time scale can therefore be obtained even for large radius, if
the Lorentz factor is sufficiently high. The naive estimate of R ≤ cδT is, therefore, to
be replaced by R ≤ γ2cδT .

produced. External shocks thus require a complicated surrounding with a rel-
atively simple source that explodes once, while internal shocks require a more
complicated source that will explode many times to produce several shells. Due
to these very different requirements on the source, the question of internal or
external shocks is of a fundamental importance in understanding the nature of
the phenomenon.

The size of the clouds that the ejecta runs into, in the external-shocks sce-
nario, has to be very small in order to produce peaks that are narrower than
the duration of the burst [54]. Sari & Piran [55] gave the following argument.
The size of the clouds has to be smaller than R/Nγ to produce peaks that are
narrower by a factor of N than the duration of the burst. The number of clouds
should be smaller than N otherwise pulses arriving from different clouds will
overlap and the amplitude of the variability will be reduced. Finally, the ob-
servable area of the ejecta, due to relativistic beaming is (R/γ)2. The maximal
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efficiency of the external shocks scenario is therefore given by

cloud area × number of clouds
observed shell area

≤ 1
N

∼ 1%. (1)

Since in many bursts N > 100, external shocks have a severe efficiency prob-
lem in producing highly variable bursts. Also other predictions of external shocks
are inconsistent with the observed temporal profile [56]. Moreover, the density
ratio between the clouds and the surroundings has to be huge, of the order of
γN2 ∼ 106, in order for the ejecta to be slowed down mainly by the dense clouds
rather than by the low density medium that they are embedded in.

Fig. 9. Producing variability by external shocks (left) or internal shocks (right). In the
external shocks scenario, the variability is produced by irregularities in the surrounding.
If the surrounding consists of a low density medium that contains high density clouds,
then whenever the shell hits one of the clouds a peak in the emission is produced. The
number of clouds, within the observable cone (of angular size 1/γ due to relativistic
beaming) should therefore roughly be the number of observed peaks. The source itself, in
this model, needs to produce only a single shell in a single (simple) explosion. However,
the external shocks scenario has low efficiency, due to the small total surface area of the
clouds when compared to the area of the shell. In the internal-shocks case, the temporal
structure arises from the source, i.e. the source produces a more complex explosion.
There is no efficiency problem, provided that the relative Lorentz factor between shells
is large.

Internal shocks do not suffer from these problems. Detailed calculations show
that the observed temporal structure from internal shocks, closely follows the
operation of the inner engine that generated the shells [57]. In this scenario, the
source must be variable on time scales shorter than a second and last for as long
as 100 seconds, just as the bursts themselves.

The efficiency of internal shocks is largely determined by the ratio of Lorentz
factors between different shells which are colliding with each other. The larger
the ratio, the larger the efficiency. A simple scenario that demonstrates this is the
case of two equal mass shells with Lorentz factor γ1 	 γ2 	 1. Conservation of
energy and momentum in a collision between the shells leads to a Lorentz factor
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which is the geometric mean of the initial ones
√
γ1γ2. Therefore, the energy left

in the system as non thermal is a small fraction
√
γ2/γ1 of the initial energy.

Beloboradov [58] has argued that if large Lorentz factor ratios are allowed, the
internal shock efficiency is only limited by the fraction of energy in the shock
given to the radiating electrons. Kobayashi and Sari [59] have then shown that
multiple collisions between shocks may result in ‘ultra efficient’ internal shocks,
in the sense that even more than the fraction of energy given to electrons can
be radiated away.

The mechanism by which the thermal energy produced by internal shocks
is converted to radiation is almost certainly synchrotron and inverse Compton,
since these are the dominant radiation mechanisms at the low densities involved.
While both mechanisms probably take place, it is actually not very clear which
of the two produces the observed radiation. Synchrotron emission is for several
reasons preferred [60,61] and inverse Compton probably produces a higher energy
component.

4 The Afterglow: Theory

After the internal shocks produced the GRB, the shell interacts with the sur-
rounding medium and decelerates. Again it emits radiation by synchrotron and
inverse Compton. As the flow decelerates, the emission shifts to lower and lower
frequencies. This emission, the afterglow, may last on detectable levels for years
after the GRB event!

Afterglow was predicted well before it was observed [62,63,64,65]. The after-
glow theory is relatively simple. It deals with the emission on timescales much
longer than that of the GRB. The details of the complex initial conditions are
therefore forgotten and the condition of the GRB remnant can be described by
a self similar solution with a small number of parameters, such as the total en-
ergy and the external density. It is assumed that the electrons are accelerated
by the shock into a power-law distribution (index p) of electron Lorentz factors
N(γe) ∝ γ−p

e for γe > γm. The lower cutoff, γm, of this distribution is set by the
assumption that the electrons acquire a fixed fraction, εe, of the thermal energy
(assumption of equipartition). It is also assumed that a considerable magnetic
field is built behind the shock, which is again characterized by a certain fraction
εB of equipartition. The energy density behind a relativistic shock is given by
4γ2n1mpc

2, where n1 is the proton density ahead of the shock in units of cm−3,
γ is the Lorentz factor of the fluid behind the shock, and mp is the proton mass.
These equipartition assumptions then result in

γm =
p − 2
p − 1

mp

me
εeγ ∼= 630εeγ (2)

B = 0.4
√
εBn1γ Gauss, (3)

where B is the magnetic field, and me is the electron mass. The relativistic
electrons then emit synchrotron radiation which produces the observed afterglow.
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The broad band spectrum of such afterglow emission was given by Sari, Piran
& Narayan [66].

The afterglow synchrotron spectrum can be fully described by the electron
energy index p, the peak flux Fm and three characteristic frequencies (νm, νc, νa):

(I) νm is the synchrotron frequency of the minimal energy electron, with Lorentz
factor γm. From synchrotron theory νm

∼= (eB/2πmec)γ2
m in the local frame of

the fluid; here e is the electron charge. Transforming this to the observer frame
(blue shifted by the Lorentz factor and redshifted by a factor of [1 + z]) and
using equations 2 and 3 we obtain

νm = 1.4 × 1013Hz (1 + z)−1
( εe

0.1

)2 ( εB
0.1

)1/2
(
γ

10
)4n

1/2
1 . (4)

(II) The cooling time of an electron is inversely proportional to its Lorentz factor
γe. Therefore, electrons with a Lorentz factor higher than a critical Lorentz
factor γe > γc cool on the dynamical timescale of the system. This characteristic
Lorentz factor is given by the condition σT cγ

2γ2
cB

2tγ/6π(1 + z) = γcmec
2, and

corresponds to the ‘cooling frequency’

νc = 1.2 × 1013Hz (1 + z)
( εB

0.1

)−3/2 ( γ

10

)−4
n

−3/2
1 t−2

days, (5)
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Fig. 10. Theoretical spectra (left) and light curves (right) of synchrotron emission from
a powerlaw distribution of electrons for the case of a constant density ambient medium
and a spherical explosion. For most cases p = 2.2 − 2.5 fits the observed spectra and
lightcurves well.
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where tdays is the observer time in days. Here we had also to take into account
that time is redshifted.
(III) Below some critical frequency νa the flux is self absorbed and is given
by the Rayleigh-Jeans portion of a black body spectrum2. The self-absorption
frequency is given by

νsa = 93 GHz (1 + z)−13/5
( εB

0.1

)6/5 ( γ

10

)28/5
n

9/5
1 t

8/5
days, (6)

if νc < νm, and by

νsa = 87 GHz (1 + z)−8/5
( εe

0.1

)−1 ( εB
0.1

)1/5 ( γ

10

)8/5
n

4/5
1 t

3/5
days, (7)

if νc > νm.

(IV) The normalization of the spectrum is given by the total number of radiating
electrons 4πR3n1/3 times the peak flux from a single electron, resulting in

Fm = 220 mJy(1 + z)−2d−2
L,28

( εB
0.1

)1/2 ( γ

10

)8
n

3/2
1 t3days, (8)

where dL,28 is the luminosity distance in units of 1028cm.
The broad band spectrum of the well studied GRB 970508 [68] is in very

good agreement with the theoretical picture. Note that the derivation above is
quite general. It does depend neither on the surrounding density profile nor on
the geometry of the event. Both these effects are hidden in the evolution of the
fluid Lorentz factor γ, and the particle density n1 as a function of time.

The evolution of this spectrum as a function of time depends on the hydro-
dynamics. The simplest model, which describes the observations in some cases
quite well, is the adiabatic model with a constant density surrounding medium.
The rest mass collected by the shock at radius R is about R3ρ, where ρ is the
mass density. On average, the particles move with a Lorentz factor of γ2 in the
observer frame (one factor of γ is the bulk motion and the other is the random
thermal motion). Therefore, the total energy is given by E ∝ γ2R3ρc2. Assum-
ing that the radiated energy is negligible compared to the energy of the flow,
we obtain that γ ∝ R−3/2 or in terms of the observer time, t = R/γ2c, we get
γ ∝ t−3/8.

νm = 6 × 1015 Hz (1 + z)1/2E
1/2
52 ε2eε

1/2
B t

−3/2
days

νc = 9 × 1012 Hz (1 + z)−1/2ε
−3/2
B n−1

1 E
−1/2
52 t

−1/2
days

νsa = 2 × 109 Hz (1 + z)−1ε −1
e ε

1/5
B n

3/5
1 E

1/5
52

2 Granot, Piran & Sari [67] have found that if νc < νm, then the self absorption
frequency actually splits into two: νac and νsa, where an optical depth of unity is
produced by non-cooled electrons and all electrons, respectively. In between these
two frequencies the spectral slope is ν11/8.
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Fm = 20 mJy (1 + z)ε1/2
B n

1/2
1 E52d

−2
L28

If, on the other hand, the density drops as R−2 (as is expected if the sur-
rounding is a wind produced earlier by the progenitor of the burst) we get
γ ∼ t−1/4. Choosing the parameter A∗ to define the normalization of the density
as ρR2 = A∗5 × 1011A∗ gr/cm results in

νm = 1.7 × 1014 Hz (1 + z)1/2E
1/2
52 ε2eε

1/2
B t

−3/2
days

νc = 7 × 1011 Hz (1 + z)−3/2ε
−3/2
B A−2

∗ E
1/2
52 t

1/2
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νsa = 1.5 × 1010 Hz (1 + z)−2/5ε−1
e ε

1/5
B A

6/5
∗ E

−2/5
52 t

−3/5
days

Fm = 180 mJy (1 + z)3/2ε
1/2
B A∗E

1/2
52 t

−1/2
days d

−2
L28

These simple scalings, for the case of a constant density ambient medium,
lead to the spectral evolution as given in Figure 10. The derivations above use
a very simple description of the flow. It represents the fluid as if it has a single
magnetic field strength and a single Lorentz factor γ and all of the material is
moving directly towards the observer. Also, a very approximate description of
the synchrotron emission was used. In reality, of course, the situation is more
complicated. There are two effects that must be taken into account. The most
dramatic one is the fact that matter slightly off the line of sight does not move
directly towards the observer [69,123,71]. The amount of Lorentz boost from that
matter is reduced. Secondly, fluid elements at different distances from the shock
have somewhat different Lorentz factors, magnetic fields and electron energies.
These variations can be estimated using the self-similar solution of Blandford
and McKee [72]. The outcome of these more detailed calculations are the same
scaling laws, but with a more accurate coefficient for the break frequencies as
well as an estimate of the shape of the spectrum around each break frequency
[73,74,75]. The equations given above already take these effects into account,
and the coefficients given are accurate for p = 2.2.

The above scalings assumed adiabatic evolution. At first sight one may think
that if the fraction of energy given to the electrons, εe, is less than unity, then
perhaps only a small fraction of the energy can be radiated away. However, the
same fireball energy is given again and again to newly shocked electrons. Each
time, a fraction εe can be radiated away, and the overall effect can be large,
much above the fraction εe. Energy losses during the cooling phase can be taken
into account [71,76] using dE/dR = −(16π/3)R2εeγ

2mpc
2n. This results in E =

E0×(t/t0)−17εe/12 for a constant density environment and E = E0×(t/t0)−3εe/2

for a wind environment. These effects are not taken into account in many models
but may actually have a significant impact if εe is not too far below unity. In
the case of GRB 000926, energy losses appear to have reduced the energy of the
system by a factor of 5 [77].

Given the above hydrodynamic evolution, one can construct light curves at
any given frequency. These will also consist of power laws, changing from one
power law to the other once the break frequencies pass through the observed
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band. These predicted power law lightcurves and spectra are in fair agreement
with afterglow observations (see Sect. 5).

We have so far considered synchrotron radiation only. Since the optical depth
of the system is small, most of the synchrotron photons emitted can be observed.
Still, inverse Compton can affect the system in two ways. First, it may add an
observable high-energy component. This requires a moderately high density. Sec-
ond, it may provide an important cooling mechanism, and alter the synchrotron
spectrum by its effect on νc. The ratio of the inverse Compton (IC) to syn-
chrotron luminosity (a measure of their relative importance for cooling) can be
computed very generally [60], in a way that does not deal with the details of
the spectrum, but depends only on the underlying physical properties of the
expanding shock wave. We generalize the derivation given by [60] to describe
both fast and slow cooling regimes by introducing a parameter η, equal to the
fraction of the electron energy that was radiated away (via both synchrotron and
IC emission) [78]. Then the ratio of luminosities, in the limit of single scattering,
is given by

x ≡ LIC

Lsyn
=

Urad

UB
=

Usyn

UB
=

ηUe/(1 + x)
UB

=
ηεe

εB(1 + x)
, (9)

where Usyn, UB and Ue are the energy density of synchrotron radiation, mag-
netic field and relativistic electrons, respectively. Note that in general Usyn =
ηβUe/(1 + x), where β is the velocity of material behind the shock front (in the
frame of the shock); however, for a relativistic shock β ∼= 1. The importance
of inverse Compton therefore diminishes quickly when the fireball becomes non
relativistic.

Solving Eq. (9) for x we obtain

x =
−1 +

√
1 + 4ηεe

εB

2
. (10)

This solution has two interesting limits:

x =




ηεe

εB
, if ηεe

εB
� 1,(

ηεe

εB

)1/2
, if ηεe

εB
	 1.

(11)

Modeling afterglow data often suggests that εe 	 εB and therefore inverse
Compton may be of importance.

5 The Afterglow Revolution

Motivated by the prediction of a late-time softer radiation (the afterglow), several
groups executed rapid radio follow-up observations of GRB error boxes. Detec-
tion of a radio afterglow seemed most promising. Not only does the large field of
view match well with the large error boxes (several degrees) that were then avail-
able on short time scales (within a day), but maximum light was also expected to
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occur later at longer wavelengths. The best (pre-BeppoSAX era) limits on such
afterglow radio emission were obtained for GRB 940301. This GRB triggered an
extensive multi-wavelength campaign with ground based optical and radio obser-
vatories from the BATSE/COMPTEL/NMSU Rapid Response Network (RRN;
[79]). No obvious candidate radio counterparts were found [80,81,82].

5.1 The First Identifications

The breakthrough came in early 1997, when the Wide-Field Cameras (WFCs;
[83]; see Fig. 11) onboard the Italian-Dutch satellite BeppoSAX [84] (see Fig.
12) obtained their first quickly available (within hours) accurate positions of
GRBs (several arcminutes). This allowed rapid follow-up observations which led
to the discoveries of X-ray [85], optical [86], millimeter [87] and radio [88] coun-
terparts of GRBs. These observations quickly settled the distance controversy.
The first transient optical counterpart, of GRB 970228, is in a faint galaxy with
∼ 0.8′′ diameter [89]. And, detection of absorption features in the OT’s spec-
trum of GRB 970508 [90] established that this event was at a redshift greater
than z = 0.835. GRBs come from ‘cosmological’ distances and are thus extremely
powerful events. They are by far the most luminous photon sources in the Uni-
verse, with (isotropic) peak luminosities in γ rays up to 1052 erg/s, and total
energy budgets up to several 1053−54 erg [91,92] (but see Sect. 6 and 7 for a dis-
cussion on collimated outflow, which reduces the inferred total energy). Within
the first day, the optical emission is usually brighter than 20th magnitude (some
10 mag brighter [absolute] than the brightest supernovae) and therefore small
telescopes can play an important role in measuring the lightcurve. Nowadays, a

Fig. 11. BeppoSAX Wide Field Camera (Courtesy SRON)
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Fig. 12. The Italian-Dutch BeppoSAX X-ray satellite. Visible are the Narrow Field
Instruments (to the left) and, underneath a solar panel, one of the Wide Field Cameras.

large worldwide collaboration is observing these events and the data are submit-
ted to a Global-Coordinate-Network in real time, allowing other observatories
to react rapidly.

5.2 Confirmation of the Relativistic Blast-Wave Model

A stringent test of the relativistic blast-wave model came with the discovery of
X-ray [85] and optical afterglow following GRB 970228 [86,93]. The X-ray and
optical afterglows of GRB 970228, show a power-law temporal decay; this is a
trend observed in all subsequent X-ray and optical afterglows, with power-law
exponents in the range 1 to 2.

Let us first concentrate on the forward shock and assume slow cooling (the
bulk of the electrons do not radiate a significant fraction of their own energy
and the evolution is adiabatic); this appears applicable to some observed GRB
afterglows at late times (t > 1 hr). The simplest assumption is that of spherical
symmetry and a constant ambient density. As both the afterglow’s spectrum and
the temporal evolution of the break frequencies νa, νm, νc are, in the relativistic
blast-wave model, power laws (see Sect. 4), the evolution of the flux is also a
power law in time. For example, for νm ≤ ν ≤ νc, the decay of the flux is
Fν ∝ t

−3(p−1)/4
obs , and the power law spectral slope α relates to the spectral slope β
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Fig. 13. The light curves of GRB970228 from gamma rays to near infrared (from [94]).
To first order the light curves are power laws and the offsets between them satisfy the
expectations from the model.

as α = −3/2β. Several authors [94,95,96] showed that to first order this model
describes the X-ray and optical afterglow of GRB 970228 very well (see Fig. 13).

GRB 970508 was the first GRB with a radio counterpart [88]. The radio light
curves (8.5 and 4.9 GHz) show large variations on time scales of less than a
day, but these damp out after one month. This finds a viable explanation in
interstellar scintillation (irregular plasma refraction by the interstellar medium
between the source and the observer). The damping of the fluctuations can then
be understood as the effect of source expansion on the diffractive interstellar
scintillation. Thus a source size of roughly 1017 cm was derived (at 3 weeks),
corresponding to a mildly relativistic expansion of the shell [88].

GRB 970508 remains one of the best observed afterglows: the radio afterglow
was visible at least 368 days (and at 2.5 sigma on day 408.6 [97]), and the op-
tical afterglow up to ∼ 450 days (e.g. [98,99,100]). In addition millimeter [87],
infrared and X-ray [101] counterparts were detected, and it is the first GRB for
which a spectral transition in the optical/near IR range was found [68,99]; this
transition is interpreted as the effect of the passage of the cooling frequency
through the optical/near IR passbands. These multiwavelength observations al-
lowed the reconstruction of the broad radio to X-ray spectrum for this GRB
[68] (see Fig. 14). Galama et. al. [68] found that the ‘standard’ model provides
a successful and consistent description of the afterglow observations over nine
decades in frequency, ranging in time from the event until several months later.
The synchrotron afterglow spectrum of this GRB allows measurement of the
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Fig. 14. The X-ray to radio spectrum of GRB970508 on May 21.0 UT (12.1 days after
the event). The location of the break frequencies νa, νm and νc, inferred from transitions
in the light curves and from spectra of the afterglow, are indicated (from [68]).

electron energy spectrum p, the three break frequencies (νa, νm and νc), and
the flux at the peak, Fm. For GRB 970508 the redshift, z, is also known, and all
blast wave parameters could be deduced: the total energy (per unit solid angle)
E = 3.5×1052 erg, the ambient (nucleon) density n1 = 0.030, the fraction of the
energy in electrons εe = 0.12 and that of the magnetic field εB= 0.089 [102]. The
numbers themselves are uncertain by an order of magnitude (see e.g., [75]), but
the result shows that the ‘standard’ model fits the expectations very well.

Following these first attempts at modeling the broad-band afterglow more
detailed modeling efforts have been made. For example, Panaitescu and Kumar
[103] have modeled a sample of GRBs with relativistic jets (see Sect. 6 and 7
for a detailed discussion on jets) and find: typical energies of 1050 − 1051 erg,
ambient densities ranging from 10−3−10 cm−3, beaming angles ranging between
1◦ − 4◦, and that a wind-like ambient medium can in some cases be ruled out
(see Sect. 10.6 for a detailed discussion on wind-like media) but in others it can
not. GRB 000301C was modeled with a hard electron-energy distribution ([105];
p = 1.5) (but see [106]) and also GRB 010222 requires a hard electron-energy
distribution [107]. And, evidence has been presented for an inverse Compton
emission component in the afterglow of GRB 000926 [104].

The highly relativistic nature of the GRB source [108] can once more be seen
in the extreme brightness temperature of the GRB 990123 optical flash ([45] Tb

>∼
1017 K; see Sect 9) which by far exceeds the Compton limit of 1012 K. In this case
the optical signal from GRB 990123 was some 18 mag brighter (absolute) than
the brightest supernovae. The extreme brightness can be explained by emission
from the reverse shock (see Sect. 9).
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5.3 Short-Duration GRBs

All knowledge derived from afterglow detections to date (distance scale, pro-
genitor distribution, etc.) applies only to long-duration (t ∼> 2 s) GRBs, as
short-duration GRBs have never been precisely localized quickly enough to allow
follow-up observations. There is good evidence that the short GRBs comprise a
distinct population in terms of their γ-ray properties, and it is therefore likely
that GRBs derive from multiple progenitor types. It is possible that short GRBs
may result from mergers, and, residing in low-density regions, have very faint
afterglows [109].

6 Collimated Outflow (Jets): Theory

The hydrodynamic evolution described in Sect. 4, assumed spherical symmetry.
However, many astrophysical phenomena, especially those involving extreme en-
ergetics are not spherical but in the form of jets. As we will see, this is most
probably the case also for GRBs.

Jets have been discussed extensively in the context of GRBs. First, the sim-
ilarity between some of the observed features of blazars and AGNs led to the
speculation that jets also appear in GRBs [110]. Second, the regions emitting
the GRBs as well as the afterglow must be moving relativistically. The emitted
radiation is strongly beamed, and we can observe only a region with an opening
angle 1/γ off the line of sight. Emission outside of this very narrow cone is not
observed. These considerations have lead to numerous speculations on the exis-
tence of jets and to attempts to search for the observational signature of jets both
during the GRB phase [111] and in the context of the afterglow [112,113,114].
Finally, jets appear naturally in the context of several leading scenarios for the
‘inner engine’ (see Sect. 10).

We begin by clarifying some of the confusing terminology. There are two
distinct, but related, effects. The first, ‘jets’, describes scenarios in which the
relativistic flow emitted from the source is not isotropic but collimated towards a
finite solid angle. The term jet refers to the geometrical shape of the relativistic
flow emitted from the inner engine. The second effect is that of ‘relativistic
beaming’. The radiation from any object that is radiating isotropically in its
own rest frame, but moving with a large Lorentz factor γ in the observer frame,
is beamed into a small angle 1/γ around its direction of motion. This is an effect
of special relativity. It has nothing to do with the ejecta’s geometry (spherical
or jet) but only with the fact that the ejecta is moving relativistically. The effect
of relativistic beaming allows an observer to see only a small angular extent,
of size 1/γ centered around the line of sight. Since we know the flow is ultra-
relativistic (initially γ > 100), there is no question that the relativistic beaming
effect is always relevant for GRBs. The question we are interested in is that of
the existence of ‘jets’.

The idealized description of a jet is a flow that occupies only a conical vol-
ume with half opening angle θ0. In fact, the relativistic dynamics is such that
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the width of the material in the direction of its propagation is much smaller than
its distance from the source by a factor of 1/γ2. The flow, therefore, does not fill
the whole cone. Instead it occupies only a thin disk at its base, looking more like
a flying pancake [116] (see Figure 9). If the ‘inner engine’ emits two such jets in
opposite directions then the total solid angle towards which the flow is emitted
is Ω = 2πθ2

0. Whether the relativistic flow is in the form of a jet or a sphere has
three important implications.

The Total Emitted Energy. Optical observations of afterglows enabled red-
shift determination, and therefore a reasonably accurate estimate of the distance,
D, to these events (the uncertainty is now in the cosmological parameters of the
Universe). The so called ‘isotropic energy’ can then be inferred from the flu-
ence F (the total observed energy per unit area at earth) as Eiso = 4πD2F
(taking cosmological corrections into account, D = dL/

√
1 + z where dL is the

luminosity distance and z is the redshift). The numbers obtained in this way
range from 1051 erg to 1054 erg with the record of 3 × 1054 erg held by the
famous GRB 990123. These huge numbers approach the equivalent energy of a
solar mass, all emitted in a few tens of seconds!

These calculations assumed that the source emitted the same amount of en-
ergy towards all directions. If instead the emission is confined to some solid angle
Ω then the true energy is E = ΩD2F . As we show later Ω is very weakly con-
strained by the GRB itself and can be as low as 10−6. If so the true energy in each
burst E � Eiso. We will show later that interpretation of the multi-wavelength
afterglow lightcurves indeed indicates that some bursts are jets with solid an-
gles considerably less than 4π. The isotropic energy estimates may be fooling us
by a few orders of magnitudes! Clearly this is of fundamental importance when
considering models for the sources of GRBs.

The Event Rate. In its glory days, BATSE detected about one burst per day.
With the help of several redshift measurements, or alternatively, with the use of
the cumulative brightness distribution (the Log N/ Log S curve), this translates
to about 10−7 bursts per year per galaxy or 0.5 bursts/Gpc−3/year [117,118].
However, if the emission is collimated to Ω � 4π then we do not see most of the
events. The true event rate is then larger than that measured by BATSE by a
factor of 4π/Ω. Again this is of fundamental importance. Clearly, the corrected
GRB event rate must not exceed that of compact binary mergers or the birth
rate of massive stars if these are to produce the majority of the observed GRBs
(see Sect. 10).

The Physical Ejection Mechanism. Different physical models are needed to
explain collimated and isotropic emission. For example, in the collapsar model
(e.g. [115]), relativistic ejecta, that is believed to create the GRB, is produced
only around the rotation axis of the collapsing star with half opening angle of
about θ0 ∼= 0.1. Such models would have difficulties explaining isotropic bursts
as well as very narrow jets.
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6.1 The Jet-Break

As the afterglow evolves, γ decreases and it will eventually fall below the initial
inverse opening angle of the jet. The observer will notice that some of the sphere
is missing from the fact that less radiation is observed. This effect alone, will
produce a significant break, steepening the lightcurve decay by a factor of γ2 ∝
t−3/4 even if the dynamics of each fluid element have not changed. The transition
should occur at the time tjet when 1/γ ∼= θ0. Observing this time can therefore
provide an estimate of the jet’s opening angle according to

tjet ≈ 6.2hr(1 + z)(E52/n1)1/3(θ0/0.1)8/3 (12)

Additionally, Rhoads [113] has shown that at about the same time (see how-
ever [124,120,121]), the jet will begin to spread laterally so that its opening angle
θ(t̀) ∼ 1/γ. The ejecta now encounters more surrounding matter and decelerates
faster than in the spherical case. The Lorentz factor then decays exponentially
with the radius and as γ ∝ t−1/2 with observed time. Taking this into account,
the observed break is even more significant. The slow cooling spectrum given in
Figure 10 evolves with decreasing peak flux Fm ∝ t−1 and the break frequencies
evolve as νm ∝ t−2, νc ∝ t0 and νa ∝ t−1/5. This translates to a temporal decay
in a given frequency as listed in Table 1.

Table 1. The spectral index β and the temporal index α as function of p for a spherical
and a jet-like evolution. Typical values are quoted using p = 2.4. The parameter free
relation between α and β is given for each case (eliminating p). The difference in α
between a jet and a sphere is always substantial at all frequencies.

spectral index light curve index α, Fν ∝ t−α

β, Fν ∝ ν−β sphere jet
ν < νa β = −2 α = −1/2 α = 0

νa < ν < νm β = −1/3 α = −1/2 α = 1/3
α = 3(p − 1)/4 ∼= 1.05 α = p ∼= 2.4

νm < ν < νc (p − 1)/2 ∼= 0.7
α = 3β/2 α = 2β + 1

α = (3p − 2)/4 ∼= 1.3 α = p ∼= 2.4
ν > νc p/2 ∼= 1.2

α = 3β/2− 1/2 α = 2β

The jet break is a hydrodynamic one. It should therefore appear at the same
time at all frequencies - an achromatic break3. Though an achromatic break is
considered to be a strong signature of a jet, one should keep in mind that any
other hydrodynamic transition will also produce an achromatic break. To name
a few: the transition from relativistic to non-relativistic dynamics, a jump in
the ambient density or the supply of new energy from slower shells that catch
3 Sari 1997 [122], argued that there may be about a factor of two difference in the effec-
tive transition time between the four different spectral regimes (e.g. below or above
νm) due to the fact that the emission in these different regimes weighs differently
contributions from various emission radii.
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up with the decelerated flow. However, the breaks produced by the transition
from a spherical like evolution (when 1/γ < θ0) to a spreading jet have a well
defined prediction for the change in the temporal decay indices. The amount of
break depends on the spectral regime that is observed. It can be seen from Table
1 that the break is substantial (∆α > 0.5 in all regimes) and should be easily
identified.

7 Observational Evidence for Collimated Outflow (Jets)

The theory of jets evolution and of the resulting light curves has been worked
out before evidence for jets was obtained. In fact, Rhoads [113], has used this
theory to constrain the amount of collimation in GRB 970508, which did not
show any significant steepening of the afterglow lightcurve. He concluded that
the opening angle of a jet, if it exists, must be more than 30 degrees. We note
that if the jet’s opening angle is of order unity, the total energy may still be
about an order of magnitude lower than the isotropic estimate. However, in this
case the break will be ‘hidden’ as it will overlap the transition to non-relativistic
dynamics. Based on late time radio data, it was suggested that this is the case
for GRB 970508 [97].

The first claim for narrow jets in GRBs came from Sari, Piran and Halpern
[123]. They noted that the observed decays in GRB afterglows that do not show
a break are either of a shallow slope Fν ∝ t−1.2 or a very steep slope Fν ∝ t−2.
They argued that the rapidly decaying bursts are those in which the ejecta was
a narrow jet and the break in the light curve was before the first observations.
Interestingly, evidence for jets are found when the inferred energy (without tak-
ing jets into account) is the largest. This implies that the jets account for a
considerable fraction of the wide luminosity distribution seen in GRBs, and the
true energy distribution is less wide than it seems to be.

The predicted light-curve transition (from a regular to a fast decay caused
by a jet) has been observed in the optical afterglow of GRB 990123 [92,124,125].
However, no evidence for such an increase of the decay rate was found in near-
infrared K-band observations [92]. A similar transition was better sampled in
afterglow data of GRB 990510; optical observations of GRB 990510, show a clear
steepening of the rate of decay of the light simultaneously in all optical bands
between ∼ 3 hours and several days [126,127] to roughly Fν(t) ∝ t−2.2. Together
with radio observations, which also reveal a transition, it is found that the tran-
sition is very much frequency-independent; this virtually excludes explanations
in terms of the passage of the cooling frequency, but is what is expected in case
of beaming [126]. Harrison et al.[126] derive a jet opening angle (from the jet-
break time) of θ0 ∼= 0.08, which for this burst would reduce the total energy in
γ rays to ∼ 1051 erg.

Frail et al. [144] have recently determined the jet-break times for a sample
of GRBs with known redshifts. From these, a wide range of jet-opening angles
is inferred in GRBs: from 3◦ to more than 25◦, with a strong concentration near
4◦. This relatively narrow collimation implies that the observed GRB rate has
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Fig. 15. GRB990123: Optical data (left) shows a slight break in the light curve at
Gunn-r band. K band data shows no clear break, but the contribution of the host galaxy
is less certain at K band. A radio ‘flare’ (right) is seen a day after the burst, and
agrees with the theoretical scaling of the optical flash (heavy solid line marked R). In
the jet interpretation, faint radio emission is only expected at late times (heavy solid
line marked R+F). The theoretical expectations if the radio signal at day two were
interpreted as resulting from the forward shock (independent of the optical flash) and
in case jets are not taken into account (thin and dashed lines) will largely over-predict
the late radio upper limits (marked by triangles) [143] (see however [108]).
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Fig. 16. GRB990510, the ‘classical’ case for a ‘jet’: an achromatic break in optical
and radio at tjet = 1.2 days implying a jet-opening angle θ0 = 0.08. The temporal
slope before and after the break agree well with the theory if p = 2.2. For this burst the
isotropic gamma-ray energy Eiso = 2.9 × 1053 erg but the ‘true’ total energy is only
E = 1051 erg. From [126].

to be corrected for the fact that conical fireballs are visible to only a fraction of
observers. Frail et al. find that the ‘true’ GRB rate is ∼ 500 times larger than
the observed GRB rate. Although the isotropic equivalent energies of GRBs
range from about 5 × 1051 to 1.4 × 1054 erg, when one corrects the observed
γ-ray energies for the geometry of the outflow, GRB energies appear narrowly
clustered around 5 × 1050 ergs (see Fig. 17).

The central engines of GRBs thus produce approximately a similar amount
of energy, and the broad range of fluence and luminosity observed for GRBs
appears largely the result of a wide variation of opening angles. The reason for
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Fig. 17. The distribution of the apparent isotropic γ-ray burst energy of GRBs with
known redshifts (top) versus the geometry-corrected energy (bottom). While the isotropic
energy Eiso spans three orders of magnitudes, the geometrically corrected energy, Eγ =
Eisoθ

2/2, is very narrowly distributed. This implies that the sources of GRBs produce
roughly the same amount of energy, about 5×1050erg, but that energy is distributed over
a variety of angles resulting in a wide distribution of isotropic energies. From [144].

why this range in angles exists is currently not understood. Gamma ray bursts
have gone a long way in the past four years. It is interesting to note that before
the redshift era, most models assumed that the events were standard candles
with energies of about 1051 erg. As more and more redshifts are determined, the
energy record increased steadily up to 1054 erg. The standard-candle hypothesis
was abandoned. It is remarkable, that now, when more detailed understanding
allows us to infer the beaming angles of these explosions, the true energy budget
is back at ∼ 1051 erg, and the explosions are once again standard candles (though
not in the same sense as before).

8 Polarization – A Promising Tool

An exciting possibility to further constrain the models and obtain a more direct
proof of the geometrical picture of ‘jets’ is to measure linear polarization. Varying
polarization at optical wavelengths has been observed in GRB afterglows at the
level of a few percent [129,130].

High levels of linear polarization are usually the smoking gun of synchrotron
radiation. The direction of the polarization is perpendicular to the magnetic
field and can be as high as 70%. Gruzinov and Waxman [74] and Medvedev and
Loeb [131] considered the emission from spherical ejecta which by symmetry
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should produce no polarization on the average, except for fluctuations of order
a few percent. Polarization is more natural if the ejecta is a ‘jet’ and the line
of sight to the observer is within the jet but does not coincide with its axis. In
this case, the spherical symmetry is broken [132,133,134], and the polarization
produced by synchrotron radiation will not vanish. For simplicity, lets assume
that the magnetic field behind the shock is directed along the shock’s plane
(the results hold more generally, as long as the magnetic field has a preferred
direction). The synchrotron polarization from each part of the shock front, which
is perpendicular to the magnetic field, is therefore directed radially.

As long as the relativistic beaming angle 1/γ is narrower than the physical
size of the jet θ0, one is able to see a full ring and therefore the radial polarization
averages out (the first frame, with γθ0 = 4 of the left plot in Figure 18). As the
flow decelerates, the relativistic beaming angle 1/γ becomes comparable to θ0
and only a part of the ring is visible; net polarization is then observed. Note that
due to the radial direction of the polarization from each fluid element, the total
polarization is maximal when a quarter (γθ0 = 2 in Figure 18) or when three
quarters (γθ0 = 1 in Figure 18) of the ring are missing (or radiate less efficiently)
and vanishes for a full and for half ring. The polarization, when more than half
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Fig. 18. Left: Shape of the emitting region. The dashed line marks the physical extent
of the jet, and solid lines give the viewable region 1/γ. The observed radiation arises
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the top right and the initial size of the jet relative to 1/γ is given on the left. The
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Observational data for GRB990510 is marked by crosses (x), assuming tjet = 1.2 days.
The upper limit for GRB990123 is given by a triangle, assuming tjet = 2.1 days.
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of the ring is missing, is perpendicular to the polarization direction when less
than half of it is missing.

At late stages the jet expands sideways and since the offset of the observer
from the physical center of the jet is constant, spherical symmetry is regained.
The vanishing and re-occurrence of significant parts of the ring results in a unique
prediction: there should be three peaks of polarization, with the polarization
position angle during the central peak rotated by 90◦ with respect to the other
two peaks. In case the observer is very close to the center, more than half of the
ring is always observed, and therefore only a single direction of polarization is
expected. A few possible polarization light curves are presented in Figure 18.

9 The Reverse Shock Emission: Theory and Observations

The previous sections discussed the theory and the observations of the ‘late’
afterglow, hours or more after the burst. During that time, most of the energy of
the system was already given to the shocked surroundings, and it is that region
that dominates the emission. However, during the first few tens of seconds, the
evolution of the Lorentz factor as a function of time is not self similar. There are
two shocks: a forward shock going into the surrounding medium and a reverse
shock going into the expanding ejecta (see Figure 19). The hydrodynamic details
were discussed in [135].

During the initial stages, the internal energy stored behind the shocked-
surrounding matter and the energy of the shocked ejecta are comparable. How-
ever, the temperature of the shocked ejecta is much lower, typically by a factor
of γ ∼ 102. This results in an additional emission component with a typical
frequency lower by a factor of γ2 ∼ 104, which, for typical parameters, is near
the optical passband. Contrary to the ‘standard’ late afterglow, this emission
is very sensitive to the initial Lorentz factor. Theoretical predictions for such a
flash were given in detail by Sari & Piran [136,140] and were earlier suggested
as a possibility by Mészáros & Rees [139].

One of the most exciting events in the field of afterglow studies, was the detec-
tion of bright (9th magnitude) optical emission simultaneous with GRB 990123
by the ROTSE team [45]. The ROTSE telescope obtained its first images only
22 seconds after the start of GRB 990123 (i.e. during the GRB), following a no-
tification received from the BATSE aboard the Compton-satellite. The ROTSE
observations show that the optical light curve peaked at mV ∼ 9 magnitudes
some 60 seconds after the event [45]. After maximum a fast decay followed for
at least 15 minutes. The late-time afterglow observations show a more gradual
decline [108,92,124,125,137] (see Fig. 20).

The redshift z = 1.6, inferred from absorption features in the OT’s spectrum,
implies that the optical flash would have been as bright as the full moon had the
GRB occurred in the nearby galaxy M31 (Andromeda). A different way to put
this in perspective is that the flash was some 18 mag brighter (absolute) than
the brightest supernovae. Galama et al. [108] have shown, that if one assumes
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Fig. 20. R-band light curve of the afterglow of GRB990123. The ROTSE data show
that the optical light curve peaked at mV ∼ 9 [45]. The dashed line indicates a power
law fit to the light curve (for t > 0.1 days), which has exponent −1.12 ± 0.03 (from
[108]).
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that the emission detected by ROTSE comes from a non-relativistic source of
size ct, that then the observed brightness temperature Tb

>∼ 1017 K of the optical
flash exceeds the Compton limit of 1012 K. This confirms the highly relativistic
nature of the GRB source.

The observed optical properties of this event are well described by emission
from the reverse shock that initially decelerates the ejecta, provided that the
initial Lorentz factor is about 200 [137,141]. It takes tens of seconds for the
reverse shock to sweep through the ejecta and produce the bright flash. Later,
the shocked hot matter expands adiabatically and the emission quickly shifts to
lower frequencies and considerably weakens.

The ROTSE observations show that the prompt optical and γ-ray light curves
do not track each other [45]. In addition, detailed comparison of the prompt opti-
cal emission with the BATSE spectra of GRB 990123 (at three epochs for which
both optical and gamma-ray information is available) shows that the ROTSE
emission is not a simple extrapolation of the GRB spectrum to much lower
energies [108,138].

If this interpretation is correct, GRB 990123 would be the first burst in which
all three emitting regions have been seen: internal shocks causing the GRB, the
reverse shock causing the prompt optical flash, and the forward shock causing
the afterglow. The emissions thus arise from three different emitting regions,
explaining the lack of correlation between the GRB, the prompt optical and the
late-time optical emission [108] (but see [142]).

Another new ingredient that was found in GRB 990123 is a radio flare [143].
Contrary to all other afterglows, where the radio peaks around a few weeks
and then decays slowly, this burst had a fast rising flare, peaking around a day
and then decaying quickly. This can be interpreted as emission from the cooling
ejecta that was earlier on heated by the reverse shock. Using the Blandford and
McKee [72] self-similar solution to derive the evolution of the ejecta and its
emission properties one finds that the typical frequency scales as νr

m ∝ t−73/48

and the flux at that frequency scales as F r
m ∝ t−47/48 [140] (see [59] for revised

scalings when the temperature of the ejecta is non–relativistic). Therefore, within
a day the emission from the adiabatically cooling ejecta that produced the 60s
optical flash in GRB 990123 is expected to shift to radio frequencies [137]. Using
the observed optical flash, and the above scalings, a good fit to the radio data
is obtained. The optical flash and the radio flare may therefore be related.

Given the above interpretation of the reverse shock emission, it is important
to ask whether GRB 990123 is an exception, or whether the phenomena of radio
flares and optical flashes is more common. Radio flares appear to exist in other
cases [128]. However, since early radio data is usually sparse, and these events
did not have an early optical observation to find the associated optical flash,
the interpretation in terms of emission from the reverse shock is less secure
than in the case of GRB 990123. In the optical, from robotic optical experiments
such as ROTSE and LOTIS, strong upper limits exists for several bursts. The
upper limits show that the optical flash does not scale with the fluence of the
event [145,146]. However, with reasonably small changes in the density or the
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initial Lorentz factor, those events could have escaped detection [147]. Once
future satellites, such as HETE-II and SWIFT, provide accurate positioning on
timescales of seconds, strong constraints on the generality of optical flashes and
radio flares will be possible to obtain.

Finally, we mention the possibility of a source operating on an afterglow
timescale. In this case the reverse shock continues for a long time, newly shock-
heated electrons are continuously created, and the emission in a significant part
of the spectrum, especially in the sub-mm regime [148,149], will be dominated
by the reverse shock. A similar situation will occur if the source has emitted a
slower, but energetic shell, which later catches up with the decelerating ejecta.
The relation between the reverse and forward shock spectrum in such a case was
given in [149] and shown in Figure 21.

10 Progenitors

Observationally it is hard to distinguish between models of progenitors for GRBs.
The GRB and the afterglow are produced when relativistic ejecta are slowed
down, and no observable radiation emerges directly from the ‘hidden engine’
that powers the GRB. Thus, in spite of all discoveries the origin of GRBs has
remained rather mysterious. Popular models for the origin of GRBs that (in
principle) can provide the required energies, come in two classes: (i) compact
object mergers such as the neutron star-neutron star (e.g., [150]) and neutron
star-black hole mergers [52,151,152], and (ii) the core collapses of very massive
stars (termed collapsars, ‘failed’ supernovae or hypernovae [153,154]).

The expectation is that compact object mergers give rise to a short-duration
GRB (timescales of less than a second), while collapsars can produce long-
duration GRBs (timescales much longer than a second). It is therefore popu-
larly speculated that the short-duration GRBs are caused by merger systems,
while the longer ones are due to the core collapses of very massive stars. Note
that so far counterparts to short-duration GRBs have not been identified as
short-duration GRBs have never been precisely localized quickly.

In the following we will summarize the observational predictions of different
progenitor models and what we have learned from such observations. Throughout
this entire section on progenitors please keep in mind that the nature of the
evidence is suggestive rather than conclusive.

10.1 The Duration of the Event

In the previous sections we have seen that internal shocks imply that the source
is variable on < 1 s timescales but lasts for tens of seconds in the case of long
bursts. This rules out progenitor models that lead to simple single explosions,
as the engine needs to persist for longer times. Both compact object mergers
and collapsars can fulfill this requirement as the scenario for GRB production
usually involves the formation of a disk that persists for sufficiently long time
and feeds a newly born black hole.
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Fig. 21. The combined reverse-forward shock spectra with synchrotron peaks at νr
m and

νf
m, synchrotron self-absorption frequencies νr

a and νf
a and cooling frequency νc (same

for both, assuming εf
B = εr

B), for an electron injection spectrum ∝ γ−p. Top: both
shocks are fast cooling. Middle: reverse shock is slow cooling, forward shock is fast
cooling. Bottom: both shocks are slow cooling. The forward shock always dominates
the high-frequency range, while the reverse shock, having more particles by a factor
comparable to the Lorentz factor γ, produces the spectral peak.

10.2 The Event Rate

The ‘true’ event rate is probably higher than the observed rate by about a fac-
tor of 500 as events appear collimated into narrow jets [144]. Frail et al. [144]
estimate that the ‘true’ GRB event rate is about three times greater than the
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estimated rate of neutron-star coalescence, and about 250 times smaller than
the estimated rate of type Ibc supernova (the expected end product of a col-
lapsar). Clearly, the collapsar scenario is capable of easily supplying a sufficient
number of progenitors (including failed GRBs). Within the uncertainties of the
estimates, the coalescence scenario is also (barely) capable of providing sufficient
progenitors.

10.3 Offsets

The locations of GRBs in host galaxies may also put constraints on progenitor
models. For instance, when a neutron star is formed in a supernova explosion
it receives a substantial kick velocity of several hundred km/s (e.g., [155] and
refs therein); together with the relatively long merger times (∼ 108 year) one
would then expect some GRBs to be located outside the host galaxy where the
binary was formed [156]. Massive star collapses, on the other hand, are expected
to occur in the star-forming regions where they originated.

In a sample of Hubble Space Telescope (HST) observations it is found that
GRBs consistently lie within the region of detectable rest-frame ultra-violet light
of their host galaxies [157]. Since ultra-violet light is predominantly produced by
young and massive stars this suggests an association with a young and massive
stellar population. More quantitative: the median of the distribution of offsets
of GRB sources from their host galaxy’s center is less than 0.4

′′
and a statistical

comparison of the observed offset distribution with predicted distributions from
progenitor models is consistent with a collapsar or promptly bursting binary
scenario [157]; slowly bursting binary mergers such as neutron star-neutron star
or neutron star - black hole systems appear inconsistent.

10.4 The Circumburst Environment

The environments of at least some bursts agree well with ordinary interstellar
medium (ISM) densities [103]. These bursts thus do appear not to occur in their
galaxies’ halo (where one may expect a good number of slowly bursting binary
mergers to reside).

Host-galaxy absorption may also provide clues to the GRB progenitor (low
extinction is expected for the merger models and high extinction for massive
star collapses in star-forming regions). Recently, the optical extinction toward
GRBs was found to be significantly lower than one would expect from the X-ray
column densities (see Fig. 22). GRBs are found typically behind large columns of
gas, NH = 1022-1023 cm−2, which is typical of the column densities of Galactic
giant molecular clouds. This suggests that GRBs lie within star-forming regions.

The optical extinctions, however, are 10-100 times smaller than expected
from the high column densities [158]. This favors theoretical findings that the
early, hard radiation from GRBs and their afterglows destroys the dust in their
environment, thus carving a path out of the molecular cloud through which
the regular afterglow light travels relatively unobstructed [159,160]. In addition,
afterglows tend to have strong MgI absorption lines, especially relative to MgII,
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Fig. 22. Hydrogen column density NH vs. the optical extinction at V band AV for a
number of γ-ray burst afterglows; error bars are 68% confidence (from [158]). The solid
curve is the Galactic AV -NH relation [161]. The dashed line shows the average column
density of a giant molecular cloud of 170 M� pc2 [162].

which indicates that they originate in denser regions than the normal diffuse
interstellar medium (ISM).

10.5 X-ray Lines

X-ray line features have been reported for various bursts by now, with statistical
significance of 2 − 4σ [163,164,165,166]. However, strong upper limits were set
in some other cases [167]. The relatively low statistical significance of these lines
makes them somewhat uncertain, except perhaps in the afterglow of GRB 991216
[166]. The detection of these features, if true, would provide strong constraints
on the progenitors and the environment, and therefore, the existence of lines is
of great importance.

The lines are typically observed for a day after the event, and some of them
are transient, lasting for about a day. There are two possible ways of explaining
this timescale. Either there is a large amount of iron located about a light-day
away from the explosion site. This iron is energized by the light from the burst
and from its afterglow and then radiates either by fluorescence, recombination
or thermally [168]. This mechanism is almost in contradiction with the existence
of jets. If the afterglow is narrowly collimated, the iron has to be located within
the opening angle of the jet (to be energized by the burst), but not directly on
the line of sight in order not to block the afterglow. This setup requires fine
tuning for narrow jets. The requirement of a large amount of iron came from
the requirement to have a line optical depth of order unity at a relatively large
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distance (a light day). Theoretical models trying to arrange such matter involve
copious (but highly asymmetric) mass loss [169], a supernova explosion prior to
the ultimate collapse of the central object [186], or reflection of very dense local
ISM (whose geometry is constrained to allow the relativistic fireball to expand
unimpeded [168]).

A second possibility is that iron close to the source is producing the line
emission. In this case, less iron is needed due to the smaller size. In this scenario,
the iron can not be energized by the burst or the afterglow, as both of these
happen at large radii. Therefore, the source has to continue to operate, on a
low level, for a day to energize its iron environment. The total additional energy
required in this case is not large, as the overall energy observed in the line is
small.

10.6 Circumstellar Wind

If at least some GRBs are produced by the core collapse of massive stars to black
holes, then the circumburst environment will have been influenced by the strong
wind of the massive progenitor star. For a constant wind speed the circumstellar
density falls as n ∝ r−2, where r is the radial distance. In this so called cir-
cumstellar wind model, the afterglow can be described by the same synchrotron
spectral shape (see Sect. 4), but with different scalings for the break frequencies
νa, νm, and νc and the peak flux Fm (see Sect 4 and [171,172] for details).

Observationally is has turned out rather hard to detect predicted differences
in the afterglow’s evolution for a constant density ISM and for a circumstellar
wind (see, e.g., [172,123]).

Fig. 23. Left: R-band light curve of GRB980326 and the sum of an initial power-law
decay plus Ic supernova light curve for redshifts ranging from z = 0.50 to z = 1.60 (from
[175]). Right: The broad-band spectrum of the OT of GRB970228 at March 30.8, 1997
UT (• and upper-limit arrow). Also shown is the spectral flux distribution of SN 1998bw
(◦) redshifted to the redshift of GRB970228 (z = 0.695). The similarity of the spectral
flux distributions is remarkable (from [177]).
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10.7 The GRB/Supernova Connection

Correcting for the geometry of the explosion (i.e. taking jets into account), the
total energy involved appears to cluster around 5 × 1050 ergs [144]; this is very
comparable to that of supernovae (SNe).

The first evidence for a possible GRB/SN connection was provided by the
discovery of SN 1998bw in the error box of GRB 980425 [173]. The temporal
and spatial coincidence of SN 1998bw with GRB 980425 suggest that the two
phenomena are related [173,174]. But, the clearest indication that SN 1998bw
may be related to GRB 980425 comes from the fact that the radio emitting shell
in SN 1998bw must be expanding at relativistic velocities, γ ∼> 2 [174]. This
had thusfar never been observed in a SN. From minimum energy arguments, it
was estimated that this relativistic shock carried 5 × 1049 erg, and could well
have produced the GRB at early time [170]. Further, detailed analysis of the
radio light curve [171] showed additional energy injection one month after the
SN event – highly suggestive of a central engine (i.e. black hole versus neutron
star formation) rather than a purely impulsive explosion.

However, GRB 980425 is most certainly not a typical GRB: the redshift of
SN 1998bw is 0.0085 and the corresponding γ-ray peak luminosity of GRB 980425
and its total γ-ray energy budget are about a factor of ∼ 105 smaller than those of
‘normal’ GRBs [173]. Such SN-GRBs may well be the most frequently occurring
GRBs in the Universe. But they do not dominate the observed GRB population
due to their faintness.

Evidence for a possible supernova connection for the ‘normal’ high-luminosity
GRBs comes from the late-time red spectrum and the late-time rebrightnening
of their afterglow light curves. GRB 980326 shows possible evidence that at late
times the emission is dominated by an underlying supernova [175]. A template
supernova light curve, provided by the well-studied type Ib/c SN 1998bw provides
an adequate description of the observations (see Figure 23).

Similarly, the optical afterglow of GRB 970228 showed indications that the
standard model was not sufficient to describe the observations in detail [93]. The
early-time decay of the optical emission is faster than that at later times and,
as the source faded, it showed an unexpected reddening [93]. It was not until
supernova-like emission accompanying GRB 980326 was found that the behavior
of GRB 970228 was better understood. Also for GRB 970228 the late-time light
curve and reddening of the transient can be well explained by an initial power-
law decay modified at late times by SN 1998bw-like emission [176,177].

Theoretical work [178,179] has shown that these SNe most likely mark the
birth events of stellar mass black holes as the final products of the evolution of
very massive stars.

The relation between distant GRBs like GRB 980326 and GRB 980425/SN
1998bw is unclear. Is SN 1998bw a different phenomenon or a more local and
lower energy equivalent? Attempts have been made to unify the GRB 980425/SN
1998bw phenomenon with the more distant GRBs. It has been argued that the
result may be solely due to a difference in viewing angle [180,181]. And, are all
afterglows consistent with such a phenomenon? Claims have been made for the



162 Titus J. Galama and Re’em Sari

existence of SN signatures in other afterglow lightcurves, but for a number of
reasons, such as the presence of contaminating host galaxy light or the bright-
ness of the regular afterglow itself, the evidence for other cases than 970228 and
980326 is less strong. More convincing evidence may be provided by future ob-
servations of GRB afterglows around the time of the SN emission maximum, in
particular a direct detection of spectroscopic features associated with SNe in a
GRB afterglow: such should be possible with 8 to 10-m class telescopes such as
the Very Large Telescope or Keck.

11 GRBs as Probes of the High-Redshift Universe

Key questions in modern astronomy and cosmology are: how and when did the
first stars and the first galaxies form? How did structure on the largest scales
in the Universe develop? How did galaxies and the star-formation rate evolve?
What happened in these very early times to the intergalactic medium, to neutral
hydrogen gas, and to the production of elements by stars? And, when did the
epoch of re-ionization occur: the time at which the first generations of massive
luminous stars ionized the hydrogen gas in the Universe?

11.1 The Relationship between GRBs and the Star-Formation Rate

Host galaxies have now been seen in most optical afterglow images (e.g, [157]).
The detection of [O II] λ 3727 and Lyman α emission from some hosts indicates
that these are sites of vigorous star formation. Early fits to the BATSE GRB
peak flux distribution indicated redshifts z ∼ 1 for the weakest observed bursts,
but these fits relied on the assumption that the GRB rate was constant over the
history of the Universe (e.g., [30]). If GRBs are related to the deaths of massive
stars (whose total lifetime is very short), their rate is proportional to the star
formation rate (SFR). In that case GRBs may very well be at very high redshifts,
with z ∼ 6 or greater, for the faintest bursts (e.g., [182]).

11.2 Very-High Redshifts

One of the great promises of GRB research is that GRBs can be used to probe
very high redshifts (z > 5), because of their extreme brilliance, just as quasars
are used today (up to z ∼ 5). Lamb and Reichart [183] estimate, using current
information on GRB and afterglow brightnesses from GRBs with known red-
shifts, that GRBs and their infrared afterglows can be detected out to redshifts
of z ∼ 12, corresponding to the first ∼ 2% of the age of the Universe. Perhaps
we can even detect GRBs from population III stars (the speculated very first
generation of stars at z ∼ 16 − 20 [183]). GRBs therefore promise to become a
powerful tool to study the far reaches of the Universe by guiding us to regions of
very early star formation, and the (proto) galaxies and (proto) clusters of which
they are part.
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Detection of metal-absorption lines and of the Lyα forest in a sample of GRB
afterglow spectra may trace the metallicity in the Universe. And, the epoch
of re-ionization can be obtained from optical and infrared spectroscopy and
photometry of GRB afterglows [183]. Several models predict the re-ionization to
occur at z ∼ 6 − 12, depending on whether it was caused by quasars or the first
generation of stars [184,185,186]; this is a redshift range that can be covered by
GRBs. The increasingly strong evidence that GRBs are related to the deaths
of massive stars (whose total lifetime is very short: only a few million years),
suggests that their rate is proportional to the star-formation rate (SFR), and,
by observing the rate of GRBs we can thus measure the SFR in the very high
redshift Universe, out to redshifts that so far could not be reached.

Why then have very high redshift GRBs not yet been identified? This is most
likely because (i) the Lyα forest and the Ly limit are redshifted to the near in-
frared, making the afterglows of such GRBs undetectable at optical wavelengths
[183], (ii) BeppoSAX cannot localize GRBs with sufficient accuracy to make
afterglow searches at near infrared wavelengths practical, and (iii) BeppoSAX
triggers on brighter, so less distant, GRBs. However, HETE-2 and in particular
SWIFT will be able to localize GRBs with sufficient accuracy and efficiency (de-
tecting GRBs, respectively, ≈ 3 and ≈ 15 times fainter than BeppoSAX [187]
can) that very-high redshift GRBs should be detected at greater rates than is
currently possible.

12 Summary

In this review we have attempted to present the status of GRB research with
a particular focus on the understanding that has resulted from the discovery of
counterparts to GRBs. The answer to the ‘great debate’ turned out to be that
GRBs occur at cosmological distances and are extremely powerful explosions.
Evidence points to the existence of jets and energies in the explosion appear
supernova-like. Additional evidence points to a connection with supernovae but
this relation needs to be strengthened. Future observations are expected to be
able to trace the afterglow light curve almost continuously from the GRB phase
up to a few years after the burst. Such observations should reveal many of the
ingredients discussed in this review. An example of such a light curve, is given
in Figure 24. While the mystery of GRBs still needs resolution we are entering
a phase in which we will increasingly start using them as tools: the extreme
brightnesses allow to use them to probe the lines of sight to the GRB (providing
information on the environments of GRBs and their host galaxies) and also point
to the possibility to use these events to explore the high-redshift Universe.
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Observations and Simulations of Relativistic Jets
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Abstract. The recent improvement in VLBI arrays is providing information of the
emission and magnetic field structure of relativistic jets, both extragalactic and galac-
tic (microquasars), with unprecedented spatial and temporal resolution. These obser-
vations are revealing the importance of the hydrodynamical processes that govern the
jet evolution, which can be studied by the recently developed time–dependent rela-
tivistic hydrodynamical models. Computation of the non–thermal emission from these
hydrodynamical models, and its comparison with actual sources, is proving as one of
the most powerful tools in the understanding of the physical processes taking place in
these jets. This paper reviews some of the recent observational results, as well as the
numerical models used to interpret them.

1 Introduction

Since the classical works of [19] and [13], our knowledge of the jet physics in
AGNs and microquasars have improved significantly by analytical and numerical
models. The analytical efforts provided the basic frame work to understand the
non–thermal synchrotron and inverse Compton emission of inhomogeneous jets
([93], [72]); spectral evolution of shock waves, associated with the superluminal
components ([12], [95], [63]); and polarization (e.g., [20]). The implementation of
these analytical results into numerical models have allowed testing of the basic jet
model hypotheses, as well as a more detailed comparison with the observations
([67], [64], [65], [43], [44], [45]). However, these early numerical models are limited
by the lack of a detailed non–linear model to study the relativistic jet dynamics,
being forced to adopt simplified stationary relativistic hydrodynamical models.

On the other hand, Newtonian hydrodynamical numerical models have been
used to obtain a more detailed study of the jet dynamics, and its influence
in the jet observational properties. These models explored with great success
the morphology, dynamics and stability of jets (see e.g. reviews [109], [27]),
mainly aimed to study the large scale jet structure. However, these models cannot
account for the relativistic effects that are of special importance in the overall
emission of jets in AGNs and microquasars.

First studies of relativistic (magneto)hydrodynamical jets were obtained for
stationary flows ([136], [24], [17]). A significant step forward in the field of nu-
merical simulations came with the development of modern high–resolution tech-
niques in numerical hydrodynamics, mading feasible the computation of time–
dependent simulations of relativistic jets ([159], [99], [100], [102], [33], [79], and
reviews [101], [103], [104], [7]). These models are capable, for the first time, to
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study the jet dynamics with unprecedented detail, and under very similar condi-
tions as it is thought are taking place in real sources (strong shocks, relativistic
internal energies and bulk flow velocities, etc.). Some of the latest simulations
have started to explore three dimensional relativistic jets ([4], [5], [6], [59]), mag-
netized relativistic jets ([84]), as well as jet formation and collimation making
use of the first general relativity magnetohydrodynamical codes ([79], [80], [81],
[105], [106]).

However, the emission structure that we observe in our VLBI images is not
just a direct mapping of the jet hydrodynamical variables (pressure, density, ve-
locity). The final radiation reaching our detectors is greatly determined by other
several processes, like Faraday rotation, opacity, particle acceleration, radiative
losses, and, most importantly, by relativistic effects such as light aberration
and light travel time delays. For relativistic speeds (and small viewing angles)
time delays can be of such importance as to render the emission images with
no apparent relationship to the hydrodynamical jet structure. Therefore, the
state of the art in the simulation of relativistic jets involves the computation
of the emission, taking into account the appropriate relativistic and transfer of
radiation processes, from the relativistic time-dependent hydrodynamical results
([46], [47], [48], [49], [66], [82], [107], [79], [5], [6], [71], [1], and review [57]). Com-
parison of these simulations with actual observations should provide a better
understanding of the relativistic jets in AGNs and microquasars.

2 Relativistic HD and Emission Models

Most of the energy transported in relativistic jets is assumed to be carried out
by a population of thermal electrons. This population determines the hydrody-
namical evolution of the jet, and can be simulated by the relativistic HD codes.
However, the non-thermal emission observed from these jets is originated by a
second population of high energy, non-thermal particles. Detection of circular
polarization in the jet of 3C 279 ([133]), as well as in 3C 84, PKS 0528+134, and
3C 273 ([60]), suggests that this non-thermal population is mainly composed
by electron–positron pairs. It is still unclear how this non-thermal population
is originated ([96]), perhaps by pair cascades ([92], [14]), neutron decay ([26],
[42]), or by acceleration of the thermal electrons at a strong recollimation shock
presumably associated with the VLBI core ([22], [98], [89], [90]). This population
of non-thermal electrons is subsequently re-accelerated at shocks along the jet
([77], [38], [78], [39]), and incremented with contributions from thermal electrons
accelerated at the same shocks.

In order to compute the expected emission from the hydrodynamical models
is necessary to establish a relationship between the thermal and non-thermal jet
populations. A common assumption considers that the particle and energy den-
sity of the non-thermal electrons is a constant fraction of the thermal electrons’
([113], [135], [46], [49], [6], [107], [79]). The population of non-thermal electrons
is assumed to share the same dynamics as the thermal population, which can
therefore be computed using the hydrodynamical simulations. Any exchange be-
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tween internal and kinetic energy along the jet will maintain the proportionality
between thermal and non-thermal populations. Only non-adiabatic processes,
such as gains by particle acceleration in shocks or losses by radiation can modify
this proportionality.

Radiative losses at radio wavelengths are expected to be small, except at
strong shocks, such as the terminal hot spots and jet cocoon. It is therefore
expected that computation of parsec scale radio emission will not be severely in-
fluenced by changes in the non-thermal population produced by radiative losses
or particle accelerations. At higher energies (i.e., optical) and at sites of strong
shocks it is possible to trace the non-thermal electron population gains and
losses of energy by computing the electron energy transport during the jet evo-
lution. This has been recently considered for non-relativistic magnetohydrody-
namic simulations ([71]), allowing the exploration of the effects induced in the
emission by synchrotron aging and electron energy gains at strong shocks.

To compute the synchrotron emission it is necessary to distribute the in-
ternal energy calculated from the hydrodynamic codes among the relativistic
non-thermal electrons. This is done by assuming a power low energy distribu-
tion in the form N(E)dE = NoE

−γdE, with Emin ≤ E ≤ Emax, and spectral
index γ. Neglecting radiative energy losses and particle accelerations, the ratio
CE between the maximum and minimum energy remains constant trough the
computational domain and can be considered a free parameter of the model. The
power law is then fully determined by the equation ([46])

No =

[
U (γ − 2)
1 − C2−γ

E

]γ−1 [
1 − C1−γ

E

N (γ − 1)

]γ−2
(1)

and

Emin =
U

N

γ − 2
γ − 1

1 − C1−γ
E

1 − C2−γ
E

(2)

where U and N represent the electron energy density and number density, re-
spectively, as calculated by the hydrodynamical codes.

It is still largely unknown what may be the role played by the magnetic field
in the jet dynamics of AGNs and microquasars. There is some evidence pointing
towards a small contribution of the magnetic field in the dynamics ([67]), al-
though only future observations and magnetohydrodynamical simulations ([24],
[161], [84], [80]) could answer this question. So far, and mainly due to the fact
that the emission computations have been performed for purely hydrodynamical
models, the magnetic field has been assumed to be dynamical negligible, with
a magnetic energy density proportional to the particle energy density ([135]),
leading to a field with magnitude proportional to

√
U . Once the magnetic field

is considered dynamically negligible, ad-hoc magnetic field structures can be
considered. To account for the small degree of linear polarization observed in
many sources, the magnetic field is commonly considered to be predominantly
turbulent.
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2.1 Synchrotron Radiation Transfer

The transfer of synchrotron radiation have been considered in detail previously
under different astrophysical scenarios, see e.g., [111], [68], [69], [64]. Its im-
plementation for computing the polarized emission from the hydrodynamical
models can be summarized as follows ([43], [44], [45], [46]).

To obtain the emission and absorption coefficients for the transfer of polar-
ized synchrotron radiation let us consider the direction of the component of the
magnetic field in the plane of the sky at a given computational cell be specified
as direction 2, and let the axes 1, 2, and the direction toward the observer be
directions which form a right-handed orthogonal system in that order. In this
system, the emission and absorption coefficients, respectively, are then computed
in the fluid frame using (see e.g., [111])

ε(i)ν =
√

3
16π

e3

mc2
C
(γ−1)/2
1 No (B sinϑ)(γ+1)/2 ν(1−γ)/2

∫ xmax

xmin

x(γ−3)/2 [F (x) ± G(x)] dx (3)

κ(i)ν =
√

3e3

16πm
(γ + 2)Cγ/2

1 No (B sinϑ)(γ+2)/2 ν−(γ+4)/2

∫ xmax

xmin

x(γ−2)/2 [F (x) ± G(x)] dx (4)

where the plus sign is to be taken for i=1, and the minus sign is valid for i=2;
ϑ is the angle between the magnetic field and the line of sight; and

C1 =
3e

4πm3c5

x =
ν

C1B sinϑE2

F (x) = x

∫ ∞

x

K5/3(z)dz

G(x) = xK2/3(x)

where K5/3and K2/3are the corresponding Bessel functions.
If the distribution of the magnetic field within the source is not uniform in

orientation the (1, 2) system will differ from cell to cell, thus it is more convenient
to formulate the transfer equations in a system (a, b), which is fixed in orientation
with respect to the observer. The relative orientation of the axis 2 with respect
to the axis a, which defines the angle χB , will change from cell to cell as the
magnetic field does.

The radiation field is characterized by the four Stokes parameters I, Q, U ,
and V , or equivalently by I(a), I(b), U , and V , where I = I(a) + I(b) and Q =
I(a)− I(b). Provided jets in blazars exhibit very low circular polarization we can
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assume V = 0. I is the total intensity, and Q and U determine the degree of
polarization

Π =
(
Q2 + U2

)1/2
and the polarization position angle

χ =
1
2

arctan
(
U

Q

)
.

The change of the parameters I(a), I(b) and U characterizing the radiation
passing through a volume element of length ds can be obtained by solving the
transfer equations in the (1, 2) system and transforming to the (a, b) system,
given by

dI(a)

ds
= I(a)

[
−κ(1)ν sin4 χB − κ(2)ν cos4 χB − 1

2
κν sin2 2χB

]

+U

[
1
4

(κ(1)ν − κ(2)ν ) sin 2χB + dχF/ds
]

+ε(1)ν sin2 χB + ε(2)ν cos2 χB (5)

dI(b)

ds
= I(b)

[
−κ(1)ν cos4 χB − κ(2)ν sin4 χB − 1

2
κν sin2 2χB

]

+U

[
1
4

(κ(1)ν − κ(2)ν ) sin 2χB − dχF/ds
]

+ε(1)ν cos2 χB + ε(2)ν sin2 χB (6)

dU
ds

= I(a)
[

1
2

(κ(1)ν − κ(2)ν ) sin 2χB − 2 dχF/ds
]

+I(b)
[

1
2

(κ(1)ν − κ(2)ν ) sin 2χB + 2 dχF/ds
]

−κνU − (ε(1)ν − ε(2)ν ) sin 2χB (7)

with the average κν = (κ(1)ν + κ
(2)
ν )/2. The derivative dχF/ds represents the

change of the plane of polarization per unit distance ds due to Faraday rotation.
A simpler formulation for the transfer of synchrotron radiation can be ob-

tained when neglecting the different polarizations ([107]). For the total intensity,
the emission and absorption coefficients can be computed using, respectively

εν ∝ p(α+3)/2)ν−α (8)
κν ∝ p(2α+7)/2ν(α+5/2) (9)
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p being the thermal pressure and α the spectral index. The total intensity can
then be integrated using ([19])

I = I0e
−τν +

εν

κν
(1 − e−τν ) (10)

where τν is the optical depth.
Further simplifications can be considered by ignoring opacity effects, in which

case an estimation of the total intensity emission can be obtained just by adding
the emission coefficient (Eq. 8) along the different cells in the line of sight ([79]).

2.2 Relativistic Effects

The presence of emitting gas at velocities close to that of the speed of light
enhance the importance of the relativistic effects in the final emission structure
of the simulated maps. The emission and absorption coefficients to be used in
Eqs. (5-7) are those transformed into the observer’s frame using the standard
Lorentz transformations

εob
νob = δ2εν (11)
κob

νob = δ−1κν (12)

where δ = Γ−1(1−β cos θ)−1 = νob/ν is the Doppler factor; θ the viewing angle;
β the flow velocity in units of the speed of light; and Γ the flow bulk Lorentz
factor. Note that light aberration (see e.g., [116]) changes the orientation of the
line of sight as seen in the fluid’s frame, and therefore the relative orientation of
the magnetic field and line of sight as seen in the fluid frame, ϑ. The emission and
absorption coefficients are a function of sinϑ (Eqs. 3 and 4), and therefore light
aberration can significantly affects the synchrotron total and polarized emission
as a function of the flow velocity or viewing angle (see section 5.2).

Besides light aberration, time delay is the most important effect determining
the final emission structure (no superluminal motions can be obtained from these
simulations without considering the time delays between different jet regions).
Provided the hydrodynamical variables are cell and time dependent, to account
for delays within the jet it is necessary to compute the emission and absorption
coefficients at a retarded time, given by

τ = t −
−→x .

−→
l

c
(13)

where −→x is the position vector of the cell, −→
l denotes the line of sight unity

vector, and c is the speed of light.
We can investigate the observational consequences of light travel delays by

considering the effects produced in the emission of shocked jet material ([95],
[45]). Because of the time delays between the far and near sides of a shock front,
it appears rotated in the observed frame by an angle arccosβ. Depending on the
pattern velocity of the shock front and viewing angle, time delays have a tendency
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towards aligning the shock front to the line of sight. This may have relevant
effects in the emission time variability of material being heated by a shock by
producing a “phasing” effect of the emission as measured by the observed, thus
allowing for very rapid variability ([117]).

Light travel delays between the forward and reverse shocks produce a length-
ening of the shocked material region in the observers frame by a factor sin θ/(1−
β cos θ) ([45], [41]). Therefore, it is possible to obtain estimations of the shocked
material’s size in the source frame from the measured sizes, velocities, and view-
ing angles of superluminal components. High resolution VLBI observations ([69],
[50], [52], [89], [56], [37]) reveal components sizes in some cases of the order of the
jet width. If we assume commonly estimated values of Γ ∼ 10 and θ = 10◦, this
implies that the emitting material associated with the superluminal component
must be ∼ 1/9 smaller than the jet width. Thus, either shocks are very thin in
the source frame, or radiative losses limit the emitting region in shocks to a thin
layer ([97]). It is also possible that, instead, multiple superluminal components
may be associated with a single moving shock (see section 3.1).

3 Hydrodynamical Models of Superluminal Sources

Shock-in-jet models ([12], [95], [63]) have been proven to provide a general ex-
planation for the emission variability observed in components of relativistic jets.
Numerical relativistic HD and emission simulations provide a new powerful tool
to improve upon these previous analytical models. With these new numerical
techniques it is now possible to study with great detail the generation, struc-
ture, and evolution of strong shocks, and analyze its importance in the overall
dynamical evolution and emission of jets through comparison with recent high
resolution VLBI observations.

3.1 Relativistic Shocks

Superluminal components as associated with moving shock waves have been
studied by relativistic hydrodynamical and emission models ([49], [79], [107]). In
these models, moving shocks are induced by the introduction of perturbations
in steady relativistic jets an the subsequent jet evolution is studied.

In [49] the fluid jet dynamics are computed using a relativistic, axially–
symmetric jet model obtained by means of a high–resolution shock capturing
scheme ([100], [102]) to solve the equations of relativistic hydrodynamics in cylin-
drical coordinates. The jet material is represented by an ideal gas of adiabatic
exponent 4/3 and the quiescent state corresponds to a diffuse (ρb/ρa = 10−3),
relativistic (Γb = 4), overpressured (pb = 3pa/2), cylindrical beam with (local)
Mach number Mb = 1.69 (subscripts a and b refer, respectively, to atmosphere
and beam). The jet propagates through a pressure–decreasing atmosphere which
allows the jet to expand radially. The initial pressure mismatch in the model
causes recollimation shocks and expansions in the jet flow ([46]). The formation
and evolution of shock waves is studied by introducing a square–wave increase
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Fig. 1. Pressure distribution at six epochs (0 to 200 Rb/c in steps of 40) after the
introduction of a square-wave perturbation to the flow Lorentz factor for the jet model
discussed in the text. The simulation has been performed over a grid of 1600×80 cells,
with a spatial resolution of 8 cells/Rb in both radial and axial directions. Reprinted
from [49].

of the beam flow velocity from the quiescent value Γb = 4, to Γp = 10 during
a short period of time τp = 0.75Rb/c. Because of the faster flow velocity in the
perturbation, the fluid in front piles up, creating a shocked state, which is trailed
by a rarefaction.

The resulting dynamical evolution of the perturbation along the jet is shown
in Fig. 1, which contains a set of panels showing the pressure distribution at dif-
ferent epochs. The first panel corresponds to the quiescent jet. Both the shocked
and rarefied regions in the perturbation are clearly seen. When the perturba-
tion passes through a standing shock, the latter is “dragged” downstream for
some distance before returning to its initial position as the steady jet becomes
reestablished.

Figure 2 shows the total intensity maps corresponding to the stationary
model (top panels), and four epochs in the evolution of the disturbance along
the jet. Left and right image sequences of Fig. 2 represent the same data, but
with different components identification. By looking at the unconvolved station-
ary total intensity image we observe a regular pattern of knots of high emission,
associated with the increased specific internal energy and rest-mass density of
internal oblique shocks produced by the initial overpressure in this model. VLBI
cores can be interpreted as a first strong recollimation shock in the steady jet
([22], [98], [46], [89]). The regular pattern of knots should remain constant in
flux and position as long as the hydrodynamical variables at the jet inlet remain
unchanged. Therefore, these components resulting from the recollimation shocks
may represent an alternative explanation for the stationary jet components com-
monly observed in many sources ([86], [134], [69], [53], [55]) as opposed to jet
bendings ([2], [51]).

The time evolution of the convolved maps in Fig. 2 shows the usual core–
jet VLBI structure of a blazar, with a single well–defined traveling component
associated with the moving shock. The unconvolved maps show a much more
complex jet structure. Due to time delays, the shocked region appears as a very
extended region of higher emission (see section 2.2), which is moving and inter-
acting with the quiescent jet. A tentative identification of components through
epochs is shown in the right sequence of images of Fig. 2, where components are
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Fig. 2. Simulated total intensity maps of the hydrodynamical model presented in Fig.
1 at five different epochs. Both, left and right image sequences, represent the same data
but with different components identification (see text). Grey scale (normalized to the
maximum of all five epochs) shows the emission maps with the full resolution provided
by the simulations. Contours show the same images once convolved with a Gaussian
beam to resemble actual VLBI observations. Top panels show the stationary model.
Maps are obtained for an optically thin observing frequency, and a viewing angle of
10◦. Reprinted from [49].

connected by dashed lines. Without further information from the simulations,
this would seem the most plausible identification of components, since it would
conclude the existence of multiple superluminal components with similar ap-
parent motions to that of the main single superluminal component obtained by
analyzing the lower resolution images, that is, the convolved maps. However, this
identification of components is completely wrong. When analyzing the simula-
tions through intermediate epochs to those shown in Fig. 2 we obtain the correct
identification of components, marked on the left sequence of images of Fig. 2.
This shows the importance of a well time sampled monitoring when studying
and identifying superluminal components through epochs. It puts in evidence
how easily a wrong identification of components may result from a sparse time
monitoring. Most of the information obtained from analyzing VLBI images is
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deduced from the measured apparent motions, which, as shown here, may easily
be completely wrong, and so the obtained conclusions.

By analyzing the structural changes in the correctly identified images of Fig.
2 we observe that the interaction of the moving shock with the underlying jet
produces a temporary “dragging” of the previously stationary features, accompa-
nied by an increase in their fluxes. Components later on come to a stop, followed
by upstream motions of the inner components. This upstream motion does not
represent actual upstream movement of the jet fluid, but a re-positioning of the
recollimation shock closer to the jet inlet.

As the images of Fig. 2 show, detection of this predicted dragging and up-
stream motion of components requires high linear resolution images. Some ev-
idence of this behavior has been found in the jet of 3C 454.3 ([98]), where 43
GHz VLBA observations have revealed the existence of a stationary component
that moves downstream slightly before returning back upstream as a moving
component passes it. Other evidence has been found in the jets of 3C 120 ([50],
[54]), 0735+178 ([30]), 3C 279 ([134]), and may be expected in other sources as
more high–frequency images become available.

In [107] the appearance of VLBI knots is studied by obtaining the total
intensity emission from relativistic flows computed using the relativistic hydro-
dynamical code of [33]. Computation of the synchrotron radiation is obtained
by computing the emission and absorption coefficients (Eqs. 8 and 9), taking
into account opacity effects to integrate the transfer equation (Eq. 10). Time
delay effects are ignored because the jet structures are found to move at barely
relativistic speeds.

Making use of this numerical model, perturbations in the jet are studied in
[107] by introducing a sinusoidal modulation of the inflow Lorentz factor be-
tween 1 and 10. Figure 3 shows the obtained density plots before, and after the
perturbations are introduced. The relative dominance of the intrinsic emissiv-
ity and Doppler boosting in the intensity images is studied by computing the
emission at different observing viewing angles. For small viewing angles the im-
age morphology is found to be determined primarily by the Doppler boosting
of the high-velocity jet, whereas at larger angles the intrinsic emissivity is more
important. Blazars are assumed to be observed along small viewing angles, and
therefore the appearance of VLBI knots is determined primarily by the Doppler
boosting of fast moving jet perturbations.

3.2 Trailing Shocks

The evolution of a strong shock wave cannot ideally be isolated from the un-
derlying jet flow. During its motion along the jet the shock wave interacts with
the ambient jet medium, as well as the quiescent flow. This highly non–linear
interactions trigger a local pinch instability ([59]) that leads to the formation of
a series of conical shocks. Some of these shocks are present in the simulations of
Fig. 1 and have been studied in detail by [1].

Figure 4 shows the Lorentz factor distribution for a jet simulation after
the passage of a strong shock. Multiple conical recollimation shocks (“trailing
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Fig. 3. Schlieren-type images of laboratory frame density gradient for a jet with a
Lorentz factor of 10 and adiabatic index of 4/3. Bottom image shows the same jet after
the inflow Lorentz factor has been sinusoidally modulated between 1 and 10 to induce
perturbations. Reprinted from [107]

.
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Fig. 4. Relative variation with respect to the quiescent jet of the Lorentz factor (log-
arithmic scale). Multiple conical recollimation shocks (“trailing shocks”) are found to
follow the main shock labeled “M”. Reprinted from [1].
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shocks”) can be found to follow the main perturbation. Although their strength
is a function of the distance from the jet inlet, simulated total intensity maps
show that they should be strong enough as to be detectable by present VLBI
arrays ([1]).

These trailing shocks can be easily distinguished because they appear in the
simulated maps as components being released on the wake of a primary super-
luminal component (associated with the leading shock), instead of being ejected
from the core of the jet. Those trailing components appearing closer to the core
show small apparent motions and a very slow secular decrease in brightness,
from which they could be identified as stationary components. Those appearing
farther downstream are weaker and can reach apparently superluminal motions.
Their oblique nature should also result in polarization properties different from
that of the main planar leading shock. The existence of these trailing components
indicates that not all observed components necessarily represent major pertur-
bations at the jet inlet; rather, multiple emission components can be generated
by a single disturbance in the jet.

A sample of 42 γ–ray blazars observed at high frequencies with the VLBA has
revealed that stationary components are more common than previously thought
([75]). In 27 of those sources at least one non–core stationary component has
been observed. By analyzing the properties of these stationary features two dif-
ferent classes of stationary components are established ([75]): those within about
2 mas1 of the core, probably associated with standing hydrodynamical compres-
sions, and those farther down the jet, probably associated with bends in the jet.
These inner stationary features are in good agreement with the properties pre-
dicted for the trailing shocks, and therefore their association seems a plausible
interpretation for their nature. Polarimetric high resolution VLBI observations
should provide the necessary information as to confirm or rule out this hypoth-
esis.

3.3 Jet Instabilities and the Formation of Knots

Relativistic jets in AGNs and microquasars are thought to be subject to instabili-
ties, perhaps due to changes in their feeding from unstable accretion disks. These
jet instabilities have been studied with great detail by linear stability analysis
of the linearized fluid equations and by non–linear hydrodynamical simulations
(e.g., [16], [102], [58], [115], [59], [137]).

Numerical simulations by [137] have revealed that mode–mode interactions
in 3D, such as helical surface and helical body mode interactions and coupling
to pinch modes, may lead to the formation of relatively stationary knots along
the jet beam. In particular, wave–wave interactions are shown to lead to the
formation of knots internal to the jet beam which are nearly stationary close
to the jet inlet, but move and develop shock spurs at larger distances. These
mode–mode interactions, as well as the trailing shocks, may explain some of the
1 1ma = 10−3arcsec ≡ 4.85× 10−9rad ≡ 2.77× 10−7deg - the eds.
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puzzling knots evolution observed in the galactic superluminal GRO J1655-40
([61]).

4 Magnetic Fields in Relativistic Jets

Although recent polarimetric VLBI observations are providing added informa-
tion on the magnetic field strength and structure at different jet scales, the role
played by the magnetic field in the jet dynamics is still largely unknown. In
order to have a dynamically important magnetic field we should look for jet re-
gions where the magnetic pressure B2/8π dominates over the thermal jet plasma
pressure. This could be found in the inner jet regions, where magnetic pressure
should be of importance for the initial jet formation and collimation.

4.1 Formation, Collimation, and Acceleration of Jets

Observation of the inner jet regions, where jets are formed, collimated and ac-
celerated, requires the highest possible linear resolution in terms of black hole
Schwarzschild radii, which determines the scale length for the system. It is there-
fore in nearby sources with known massive central black hole where high fre-
quency VLBI observations can provide the necessary linear resolution. This has
been achieved by global 43 GHz VLBI observations of the jet in M87 ([74]),
revealing that strong collimation of the jet takes place at 30-100 Schwarzschild
radii (rs) from the black hole, continuing out to ∼ 1000 rs.

Thanks to the development of recent general relativistic magnetohydrody-
namic (GRMHD) numerical codes ([79], [80], [81]) it is now possible to study
the production of relativistic jets by numerical simulations (see e.g., reviews by
[105], [106]). The common scenario for jet production requires a differentially
rotating accretion disk surrounding the massive central object. The disk is also
threaded with an axial magnetic field of sufficient strength to exert a braking
force on the rotating plasma, removing angular momentum and transfering it
along the magnetic field lines. These rotating magnetic twists push out and pinch
the plasma into a jet. This sweeping pinch mechanism appears to be nearly uni-
versal ([106]).

Numerical GRMHD simulations of jet formation in a rapidly rotation Kerr
black hole have been performed for the cases of a co–rotating and counter–
rotating Keplerian accretion disk ([81], Fig. 5). For the co–rotating disk case,
a pressure driven jet is formed by a shock in the disk, together with a weaker
magnetically driven jet outside the pressure driven jet. However, for the counter–
rotating disk case, a powerful magnetically driven jet is formed inside the pres-
sure driven jet. This magnetically driven jet is accelerated by a strong magnetic
field created by frame dragging in the ergosphere of the black hole.

4.2 Intrinsic Polarimetric Differences in Jets of AGNs

Polarimetric VLBI observations have revealed intrinsic differences in the jets
of BL Lacertae type objects and QSOs that cannot be explained solely by dif-
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Fig. 5. Numerical models of jet formation for the case of a counter–rotating (left) and
co–rotating disk (right). Grey scale shows the logarithm of the proper mass density;
vectors indicate velocity; solid lines show the poloidal magnetic field. Reprinted from
[81].

ferences in the viewing angle to the flow axis. First evidence for these intrin-
sic differences were observed in the polarization properties of the jets in the
Pearson–Readhead sample through VLBI observations at 6 cm ([29], [21]). These
observations have shown that the magnetic fields in BL Lac jet components are
commonly perpendicular to the jet structural axis, while for QSOs the orien-
tation is typically aligned to the jet axes. Recent observations ([31], [35], [34])
confirm these differences, but also provide evidence that about 30% of the BL
Lac sources in the sample present aligned magnetic fields, similar to those found
in QSOs. This difference in the polarization properties of BL Lacs and QSOs
is interpreted by associating the observed knots with moving transverse shocks
in jets containing mainly tangled magnetic fields. Shocks would be stronger and
more commonly observed in BL Lacs, leading to the observed perpendicular
fields in the knots. On the contrary, QSOs would be required to be less active,
with weaker shocks that would never dominate in polarization.

This larger activity in BL Lacs is also supported by the University of Michi-
gan long–term total and polarization monitoring program ([3]). BL Lacs are
found to be more highly variable in total flux than QSOs, and to present quasi
simultaneous variations at different frequencies. This also suggests the existence
of intrinsic opacity differences between the two classes of objects. The analysis
of the polarized light curves is indicative of the existence of propagating shocks
during outbursts. The larger variability in BL Lacs then supports the model
in which shock formation is more frequent in BL Lacs parsec-scale jets than in
QSOs.
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The different activity in these two classes of objects can be interpreted in
terms of jet instabilities ([3]). In [115] it is found that higher jet stability can be
obtained in faster and colder jets. However, simulations by [102] show that highly
supersonic jets (those in which the kinematic relativistic effects due to high
Lorentz factors dominate) present a rich internal structure, with multiple internal
shocks and extended overpressured cocoons. Both set of simulations ([115], [102])
agree on finding hot jets (i.e., beams with internal energies comparable to the
rest–mass energies) the most stable. Further relativistic HD simulations of jet
stability are required to explore the parameter space to determine in which cases
jets are expected to be more or less stable, and then establish a relationship with
the jets in QSOs and BL Lacs (presumably less stable).

It is also possible that these apparent differences in the jet stability of BL
Lacs and QSOs depend on the jet scales studied. Higher resolution (1.3 cm
and 7 mm) polarimetric VLBI observations ([89], [90]), therefore exploring inner
jet regions than those mapped at 6 cm, reveal no significant differences in the
polarization properties of BL Lacs and QSOs. Furthermore, comparison between
radio and optical reveals a strong correlation in the polarization of the radio
core and overall optical polarization of the source, suggesting a common and
possibly co–spatial origin for the emission at theses frequencies. Magnetic fields
perpendicular to the flow direction are commonly observed for the radio cores.
Similar orientations are found in the optical, suggesting that the emission at
both wavelengths is originated by a strong transverse shock, perhaps the first
recollimation shock in the jet, associated with the radio core (see section 3.1).

Although no significant differences in the polarization of BL Lac and QSOs
are found in the high resolution observations of [90], the previous dichotomy
is translated to high– and low–optically polarized compact radio–loud quasars
(HPQs and LPRQs, respectively). LPRQs are found to have components with
magnetic fields predominantly parallel to the jet, while in HPQs components tend
to have perpendicular magnetic field orientations. This is interpreted assuming
that LPRQs represent a quiescent phase of blazar activity, in which the inner
jet does not contain strong moving shock waves.

4.3 Intraday Polarization Variability

Rapid variations, with time scales less than a day, in both total and polarized flux
density have been observed in several radio sources (see e.g. review by [130]).
If intrinsic and resulting from incoherent synchrotron radiation, this intraday
variability (IDV) implies jets with bulk Lorentz factors between approximately
30 to 100, larger than the largest values inferred from superluminal motions,
and requiring implausibly high brightness temperatures ([15]). Although most
IDV at radio wavelengths probably includes some contribution from propagation
effects ([114]), recent polarimetric VLBI observations reveal that some of these
variations may be intrinsic to the sources ([32], [33], [36]).

One of the first sources found to exhibit IDV is the BL Lac object 0716+714.
VLA observations of this source revealed a rotation of the polarization angle by
about 50◦ in 12 hours. By comparison with simulations VLBI observations, it
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was possible to determine that, contrary to what it was expected, the region
responsible for this variability was not the core, but probably a feature located
at about 25 milliarcseconds from it ([32]). Further IDV in polarization, but not
in total flux, have been found in the inner regions of the jets in several other
sources, including 0917+624, 0954+658, 1334-127, 2131-021, and 2155-152 ([33],
[36]). In the case of 2155-152, IDV variations were seen directly in the polarized
intensity images of this source at 5 GHz, where only one of the two polarized
milliarcsecond scale features varied. This represents one of the first evidence that
IDV in polarization is intrinsic to the source. Although propagation of shocks
through turbulent jets may explain some of the observed IDV properties ([95]),
further observations and theoretical modeling are necessary to obtain a more
detailed picture of the jet physical processes required to explain the exhibited
IDV.

5 Jet Environments

Propagation of jets is greatly determined by the distribution of gas in their host
galaxies. As the same time, the interaction of the jet with the ambient gas may
play an important role in determining some of the observational properties of
the emission-line gas. Distinct signs of interaction between a collimated radio jet
and a clumpy Narrow Line Region (NLR) are commonly found in the form of
morphological associations between radio and optical structures ([18], [28], [10],
[129]). The radio-optical association suggests that the interaction of the jets with
the interstellar medium strongly influences the dynamics of the ionized gas in
the NLR. Furthermore, the ambient gas can be ionized by the direct interaction
with the jet bow shock, or by diffuse photoionizing radiation fields produced in
the shocks generated by such interactions, as observed in 3C277.3 and 3C171
([122]).

Exploration of the time-dependent interaction of jets with the NLR have
been performed by numerical non-adiabatic hydrodynamical simulations ([119]).
These simulations show that the association between the radio and optical emis-
sion can be explained as a natural consequence of the expansion of a hot jet
cocoon into the interstellar medium. Radiative losses create an envelope of
dense cool gas and discrete emission-line knots which can be associated with the
narrow-line clouds themselves. Some of these clouds might be partially neutral
and represent sites of jet-induced star formation ([119]). Simulated Hα emission
shows similar total line widths to those observed in NLR of Seyfert galaxies,
presenting large-scale variations in the radial velocities of the clouds due to the
stratified pressure in the bow shock region of the jet ([120]).

Direct collisions between the jet and clouds of the BLR and NLR are statis-
tically expected, depending on the assumed values for the cloud sizes and the
filling factor (e.g., [92]). Three-dimensional numerical hydrodynamical simula-
tions ([132], [128]) have been used to study direct collisions of a jet with isolated
clouds. These simulations show that, although powerful jets would disperse the
clouds, for off-center collisions nonaxisymmetric instabilities are induced in the
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jet and can eventually disrupt it. These interactions could explain some of the
morphologies observed in compact steep-spectrum sources, such as the strongly
bent geometries found in some of these sources ([92]).

5.1 Jet-Cloud Collisions in 3C 120

The radio galaxy 3C 120 was one of the first four sources in which superluminal
motion was detected on the scale of parsecs ([118]) to tens of parsecs ([131]).
High resolution polarimetric VLBI observations ([50], [52]) have revealed a richer,
more rapidly changing structure in total and linearly polarized intensity than
that found in other relatively nearby compact extragalactic jets ([74], [125],
[76]). Thanks to its proximity (z=0.033), millimeter VLBI observations allow
to probe the inner jet structure of 3C 120 with very high linear resolution,
∼ 0.1 h−1

65 pc at 43 GHz. This provides enough resolution as to test some of
the predictions obtained with the numerical simulations outlined in section 3.
Towards this aim, the radio galaxy 3C 120 has been studied with unprecedented
spatial and temporal resolution by performing a 16 epoch monthly monitoring
with the VLBA at 22 and 43 GHz in dual polarization. This represents the most
thorough study of a relativistic jet to date, complete with the highest resolution
and polarization ([56]). The obtained sequence of images at 22 GHz is reproduced
from [56] in Fig. 6.

The images show the appearance of a new strong superluminal component,
labeled “O” in Fig. 6, coincident with a major outburst in the light curve. The
passage of this new superluminal component triggered the appearance of a sta-
tionary feature (“M” in Fig. 6) that presents also enhanced linearly polarized
emission. This behavior is in agreement with the numerical simulations of “trail-
ing shocks” by [1], which explain the appearance of this stationary feature as a
consequence of the jet instabilities produced by the passage of the strong leading
shock, which would be associated with component “O”.

Figure 7 shows the light curves for several of the components found in 3C 120
where a remarkable brightening can be observed starting when components reach
a distance from the core of ∼ 2 mas. The most pronounced (in terms of change
in flux density) flare corresponds to the component labeled “L”, which increased
its total flux density by a factor of 9, becoming the strongest feature in polarized
intensity (Fig. 6). This flare is accompanied by rotation of the magnetic vector
and an increase in degree of polarization at both 22 and 43 GHz. The slower
rotation of the magnetic vector at 43 GHz reveals a progressive increase in the
rotation measure (RM) of component “L”, reaching a value of ∼ 6000 ± 2400
rad m−2 at peak emission.

The rapid flares in the flux densities of components are followed by equally
fast declines when they reach ∼ 3 mas from the core. It is difficult to explain
such rapid changes in the total and polarized flux density, as well as polarization
angle, for components located between a deprojected distance of 4 and 10 pc
from the core. The bending of the jet appears to be too slight to cause such
variations in brightness (from changing relativistic beaming of the radiation rel-
ative to the observer) without an accompanying acceleration of the apparent
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Fig. 6. 16 epoch monthly monitoring of the jet in the radio galaxy 3C 120 obtained
with the VLBA at 22 GHz. Total intensity is plotted in contours, linearly polarized
intensity in gray scale, and magnetic vectors with bars. Reprinted from [56].

velocity and presence of a stationary component at this site ([2], [45]). Rather,
interaction between the jet and a dense cloud in the external medium seems the
most plausible explanation. Similar interactions between the jet and interstellar
medium were inferred previously from the discovery of an emission-line counter-
part to the more extended radio jet in 3C 120 ([62], [9]). It appears that this
interaction is most intense along the southern border of the jet, where the gentle
northward curvature causes components with higher than average momentum to
collide with the external medium or cloud. Indeed, it is at the beginning of this
bend that component “L”, which is the closest to the southern jet border and
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Fig. 7. Light curves for components in the radio galaxy 3C 120 shown in Fig. 6. Inset
panel shows the evolution with time of the magnetic vector position angle of component
“L”. Reprinted from [56].

the one exhibiting the largest flare, began to increase its flux density. This be-
havior is explained if the magnetic field and population of relativistic electrons in
component “L” were enhanced by the shock wave produced by interaction of the
jet with the external medium, resulting in a rapid rise in synchrotron emission.
The observed increase in the degree of polarization is then explained as a conse-
quence of ordering of the field by the shock wave. The rotation of the magnetic
vector observed in component “L” can be interpreted as Faraday rotation, the
level of which can be estimated from the different polarization angles observed
at 22 and 43 GHz (Fig. 7). After removing this effect, the relative orientation of
the magnetic field and velocity vector (which rotates as the component follows
the bend in the jet) remains at 40±10◦. The observed Faraday rotation can be
explained by an ionized cloud along the line of sight that may also physically
interact with the jet.

For a cloud at a temperature of 104K, free-free absorption provides an esti-
mated electron density of ∼ 5 × 104 cm−3. The observed RM of ∼ 6000 ± 2400
rad m−2 would then require a magnetic field strength of ∼ 0.4 mG. Similarly
large RMs have been found in several extragalactic jets ([126], [124], [73]), with
estimated magnetic fields of the same order. This electron density and distance
from the central engine is intermediate between those of the broad and narrow
emission–line clouds in AGNs. Given its high column density, ∼ 6 × 1022 cm−2,
such a cloud could be detected in absorption if there is a substantial neutral
atomic or molecular component, which is expected. Such an observation, which
could be carried out with the VLBA in spectral-line mode, would determine the
radial velocity of the cloud and therefore whether it is moving toward or away
from the central engine.
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Fig. 8. Integrated profiles of HI absorption in five regions of the compact symmetric
object 1946+708. Contours show the radio continuum image at 1.29 GHz. Reprinted
from [112].

Spectral–line VLBI observations have allowed to investigate the ambient
medium in AGNs with great detail ([108], [123], [40], [112], [110]). The com-
mon scenario outlined by these observations consists of an accretion disk or
torus surrounding the central engine of the AGN. Depending on the source ge-
ometry, part of the jet radio continuum would be absorbed by the atomic gas
that mainly comprises the disk, producing the HI absorption lines. The UV pho-
tons from the central engine would ionize the inner gas of the AGNs, leading to
free-free absorption of the jet radio continuum.

In the compact symmetric object 1946+708, VLBA spectral–line observa-
tions ([112]) have revealed narrow HI absorption lines in the jet northern hot
spots, indicating small clouds of warm neutral gas associated with an extended
clumpy torus located between the radio jet and the observer (see Fig. 8). The
high velocity dispersion and column density toward the core of 1946+708 sug-
gests fast moving material, possibly in rotation around the central engine.
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Fig. 9. Linear polarization distribution of the blazar 1055+018 obtained with the
VLBA+Y1 at 5 GHz. The ticks show the magnetic vector orientation. Reprinted from
[8].

5.2 Jet Stratification

Propagation of relativistic jets through an ambient medium leads to the forma-
tion of shear layers. Such layers have been invoked in the past to account for a
number of observational characteristics observed in FR I ([85], [88]) and FR II
sources ([121]).

One of the best observational evidence for these shear layers have been re-
cently found in the arcsec scale jet of 1055+018 ([8]). Polarization imaging with
the VLBA at 6 cm shows that 1055+018 apparently consists of i) an emission
spine along the jet axis containing a series of knots in which the magnetic field
is predominantly perpendicular to the axis, and ii) a boundary layer in which
the magnetic field is predominantly parallel to the axis, as shown in Fig. 9. The
aligned magnetic field in the shear layer is assumed to be originated by the jet in-
teraction with the ambient gas. However, this cross-section asymmetry presents
a rather unusual structure, since it is observed to change with distance along the
jet: the shear layer is only visible on one side of the jet at a time.

Three dimensional numerical hydrodynamic and emission simulations have
been performed to investigate the formation of shear layers and their implications
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Fig. 10. Logarithm of the integrated total (left) and polarized (right) intensity across
the jet for different viewing angles. Lines are plotted in intervals of 10◦ between an angle
of 10◦ (top line in both plots) and 90◦ (showing a progressive decrease in emission).
Dashed (dot dashed) lines correspond to an observing angle of -130◦ (-170◦). Reprinted
from [6].

for the jet emission ([6]). These simulations show that the interaction of the
jet with the external medium gives rise to a jet stratification in which a fast
spine is surrounded by a slow high-energy shear layer. In order to explore the
polarization observational properties of such a jet stratification, [6] considered
an ad hoc distribution of the magnetic field consisting of two components: i) a
toroidal field present both in the jet spine and the shear layer, and ii) a second
component aligned in the shear layer and radial in the jet spine. The resulting
projected magnetic field is aligned in the shear layer and is perpendicular in the
jet spine, as suggested by several observations ([85], [121], [8]).

Because of this helical magnetic field structure in the shear layer, an asym-
metry in the emission is found to appear across the jet. This asymmetry is more
pronounced in the polarized emission, and is a function of the viewing angle, as
shown in Fig. 10. The synchrotron radiation coefficients are a function of the
sine of the angle between the magnetic field and the line of sight in the fluid
frame, ϑ (Eqs. 3 and 4). Therefore, asymmetries in the distribution of ϑ will
be translated into the emission maps, giving rise to the jet asymmetry. In order
to compute ϑ is necessary first to Lorentz transform the line of sight from the
observer’s, θ, to the fluid’s frame θ′ (see e.g., [116]). For a helical magnetic field
with a pitch angle φ, measured with respect to the jet axis, the angles ϑt and ϑb

(where superscripts t and b refer to the top and bottom of the jet, respectively)
increase by 2φ (note that ϑt,b is always defined as positive). Therefore, as long
as φ is different from zero or π/2, i.e. the field is neither purely aligned nor
toroidal, the factor sinϑt,b in the synchrotron radiation coefficients will intro-
duce an asymmetry in the jet emission. This asymmetry will reach a maximum
value for a helical magnetic field with φ = π/4. However, indistinctly of the
helix pitch angle, the predominance of sinϑt or sinϑb will reverse at θ′ = π/2,
respectively, which corresponds to a viewing angle in the observer’s frame of
cos θr = β. For a helical field oriented clockwise as seen in the direction of flow
motion (i.e., the aligned component of the field is parallel to the jet flow), and
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for θ′ < π/2 the bottom of the jet will show larger emission, while for θ′ > π/2
the top of the jet will be brighter (the opposite is true for a helical field oriented
counter-clockwise, i.e. φ > π/2). The maximum asymmetry will be obtained for
θ′ = φ and θ′ = π − φ, and the fastest transition (with changing θ′) between
top/bottom emission predominance will be obtained for φ close to π/2, i.e. when
little aligned field is present.

It is interesting to note that for θ ∼ θr, small changes in the jet velocity or
the viewing angle will produce a flip in the top/bottom jet total and polarized
emission dominance. This model has been used by [6] to interpret the shear
layer structure observed in 1055+018 ([8]). For this, 1055+018 is required to
be oriented close to θr and to contain a shear layer with a helical field. In this
case, the flip in the top/bottom orientation of the polarization asymmetry in
1055+018 is interpreted as due to a jet deceleration, as observed for several
components in this source ([8]).

6 Conclusions

Numerical relativistic (magneto)hydrodynamic and emission simulations have
proven to be a powerful tool to understand the physics of jets in AGNs and
microquasars through direct comparison with observations. These models are
capable of study the jet dynamics with unprecedented detail, and under similar
conditions to those in actual sources (relativistic internal energies and bulk flow
velocities). Computation of the non–thermal radio emission allows to study the
relationship between radio knots and internal shock waves. These simulations
show that the evolution of moving shock waves is greatly determined by their
interaction with other, standing, shock waves, as well as the underlying jet flow
and external medium. “Upstream” knot motions, “dragging” of previously sta-
tionary components, and formation of multiple “trailing” components after the
passage of a major strong shock are some of the predictions obtained from these
simulations. First observational evidence of these features are being obtained
thanks to the recent millimeter polarimetric VLBI observations.

The dynamical and emission evolution of jet components may be severely
affected by interactions with the external medium. An extensive monitoring of
the radio galaxy 3C 120 with the highest resolution and in polarization has pro-
vided direct imaging of the interaction between jet components and the external
medium, resulting in rapid changes in the total and linearly polarized emission of
components. These interactions between jet and ambient medium may also result
in a jet stratification, in which a fast spine is surrounded by a slow high–energy
shear layer, leading to an emission cross section jet asymmetry.

Further numerical simulations, and its comparison with high resolution ob-
servations should provide new insights towards the understanding of the physical
processes taking place in the jets of AGNs and microquasars.
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4. Aloy, M. A., Ibáñez, J. M., Mart́ı, J. M., & Müller, E. 1999, ApJS, 122, 151
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49. Gómez, J. L., Mart́ı, J. M., Marscher, A. P., Ibáñez, J. M., & Alberdi, A. 1997,
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Abstract. We review the evolution of the numerical techniques applied in relativistic
hydrodynamics since the sixties until today. We focus our attention on the state–of–
the–art high–resolution shock–capturing methods and the astrophysical applications
involving three–dimensional simulations.

1 Introduction

A relativistic description of fluid dynamics is necessary in situations where the
local velocity of the flow is close to the light speed in vacuum (c) or where the
local internal energy density is comparable (or larger) than the local rest–mass
density of the fluid. Alternatively, a relativistic description should be used when-
ever matter is influenced by large gravitational potentials (≈ O(c2) ≈ 9 1020 erg
g−1), where a description in terms of the Einstein field theory of gravity is neces-
sary. Relativistic flows are present in numerous astrophysical phenomena, from
stellar to galactic (and even cosmological –early Universe, galaxy formation–)
scales. Among these phenomena are core collapse supernovae, X-ray binaries,
pulsars, coalescing neutron stars and black holes, micro-quasars, active galactic
nuclei, superluminal jets, gamma-ray bursts and, in general, any astrophysical
scenario involving compact objects.

More than thirty years ago, the pioneering work of May and White [103],
studying the process of stellar core collapse in spherical symmetry, triggered
the use of relativistic numerical simulations as a tool to get insight into the
above mentioned phenomena, complementing theoretical models and observa-
tions. However, the description of the ultrarelativistic regime has only been pos-
sible after the development, in the last ten years, of new numerical algorithms
(the so called high–resolution shock–capturing, HRSC, techniques).

This work is aimed to summarize the basic theory of the numerical techniques
applied to solve multidimensional (specifically three-dimensional, 3D) problems
in the frame of relativistic hydrodynamics (RHD). Recent works reviewing this
topic are [102] (in Special Relativity) and [45] (in General Relativity). In addi-
tion, we discusse the state of art of the current numerical 3D RHD codes. The
work is organized as follows. The equations of General Relativistic Hydrody-
namics (GRHD) are introduced in §2. Some important mathematical properties
of the GRHD equations (conservative character, hyperbolicity) are discussed in
Sections 2.1 and 2.2. Section 2.3 points out briefly the main differences between
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c© Springer-Verlag Berlin Heidelberg 2002



198 Miguel A. Aloy and José M. Mart́ı

classical and relativistic equations. Sections 3, 4 and 5 form the body of the
review. Section 3 is devoted to discuss different approaches for the integration of
the RHD eqs. paying special attention to the most recent numerical algorithms.
Present numerical 3D RHD codes are reviewed in §4 as well as some compu-
tational issues relevant for three dimensional simulations. Several astrophysics
applications are discussed in §5. We finish this work with a summary (6).

2 The Equations of General Relativistic Hydrodynamics

The equations that describe the evolution of a relativistic fluid can be written
as covariant divergences,

∇ · J = 0 , (1a)
∇ ·T = 0 , (1b)

representing the conservation of rest-mass and energy–momentum in the space–
time M, described by a metric g. In the previous equations, J is the current of
rest mass and T is the energy-momentum tensor. For perfect fluids (i.e., those
without shear or heat conduction) and using a system of natural units (G = c =
1; G is the gravitational constant), the components of J and T on a coordinate
basis are

J = ρuµ , µ, ν = 0, . . . , 3 (2a)
Tµν = ρhuµuµ + pgµν , (2b)

ρ, p, h, ε and uµ being the rest–mass density, the pressure, the specific enthalpy
(h = 1 + ε + p/ρ), the specific internal energy and the four–velocity of the
fluid, respectively. The system of equations (1a, 1b) is closed making use of the
normalization condition of the four velocity (uµuµ = −1, where summation is
extended over repeated indices) and an equation of state (EoS), usually of the
form p = p(ρ, ε).

A consistent numerical simulation of the flow evolution within the framework
of Relativity requires, in principle, the solution of the RHD equations (relativis-
tic counterparts of the Euler or Navier–Stockes equations) coupled to the full
set of Einstein field equations (that control the evolution of the space–time).
However, the problem is so complex (especially in multidimensions), and the
variety of astrophysical phenomena is so wide that for practical purposes it is
worthy to consider different physical approximations. The easiest one is to con-
sider that the gravitational field is unimportant and, therefore, the space–time
is flat or, in other words, the metric of the space–time is the Minkowski metric.
This is the approach of Special Relativistic hydrodynamic (SRHD) simulations
and has been successfully applied to, e.g., extragalactic jets (e.g., [101]), after-
glows of gamma–ray bursts (GRBs) [122], and also in other fields of physics,
like e.g., relativistic heavy–ion collisions [150]. Another possibility is to assume
that the simulated flow is a test fluid evolving in an external static field created
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by a massive object. This is the approximation followed in most GRHD prob-
lems. The GRHD approximation is fruitfully used in simulations of accretion of
matter onto compact objects [63] and also in the context of the formation of
GRBs [7] (see § 5.2). However, when strong and varying gravitational fields are
encountered, the evolution of the metric has to be obtained by solving the Ein-
stein field equations (EFE). This situation holds, e.g., in the case of coalescing
neutron stars (NSs) [86] or in the collapse of a massive star to a black hole (BH)
– e.g., [103] –.

2.1 Equations of GRHD in Conservation Form

Following the {3+1} formalism [9], and given a general coordinate system {xµ} ≡
(t, xi), the space–time M can be foliated into a set of spacelike hypersurfaces
Σt (for each constant value of t) such that

∂t = αn+ βi∂i, n · ∂i = 0, i = 1, 2, 3,

where {∂t, ∂i} define a coordinate basis and n is the unit timelike vector field
normal to Σt.

The line element on M may be written in terms of the scalar lapse, α, the
shift vector, βi, and the three–metric of each hypersurface Σt, γij ,

ds2 = −(α2 − βiβ
i)dt2 + 2βidx

idt+ γijdx
idxj .

In coordinates {xµ}, equations (1a, 1b) are written (in conservation form) as

1√−g
[
∂
√
γU(W)
∂t

+
∂
√−gF(i)(W)

∂xi

]
= S(W), (3)

where g stands for the determinant of the four–metric of M and γ for the
determinant of γij , and where U ≡ (D,Sj , τ) is the vector of unknowns, which
are the rest-mass, momentum and energy densities, respectively, as measured
by Eulerian observers (i.e., those having n as four–velocity). In the previous
equations F(i) are the vectors of fluxes

F(i)(W) =
[
D

(
vi − βi

α

)
, Sj

(
vi − βi

α

)
+ pδi

j , τ

(
vi − βi

α

)
+ pvi

]

and S is the vector of sources

S(W) =
[
0, Tµν

(
∂gνj

∂xµ
− Γ δ

νµgδj

)
, α

(
Tµ0 ∂ lnα

∂xµ
− TµνΓ 0

νµ

)]
.

Conserved variables are related with physical or primitive variables, W ≡
(ρ, ε, vi), i.e., the rest-mass density and specific internal energy in the fluid rest
frame and the fluid three–velocity measured by Eulerian observers, respectively,
through

D = ρΓ (4a)
Sj = ρhΓ 2vj (j = 1, 2, 3) (4b)
τ = ρhΓ 2 − p− ρΓ, (4c)
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where

vi =
u · ∂i

−u · n
vi = γijvj =

ui

αut
+
βi

α
,

and Γ ≡ −u · n = (1 − γijv
ivj)−1/2 is the Lorentz factor.

2.2 GRHD Equations as a Hyperbolic System of Conservation Laws

Following, e.g., [157], a system of q equations written in conservation form, like
(3), is said to be hyperbolic at a point (t, xi) if the Jacobian matrices of F(i)

(B(i) = ∂F(i)/∂U) have p real eigenvalues λ1, . . . , λq and corresponding sets of
p linearly independent right eigenvectors r(1), . . . , r(q).

The characteristic curves associated to the system are (in the one–dimensional
case) the integral curves of

dx

dt
= λk(U(x, t)), k = 1, . . . q (5)

where we can notice that the eigenvalues of B(i) are the velocities of propaga-
tion of the characteristic fields (characteristic speeds). Along each characteristic
curve, there is one characteristic variable, i.e., a component of U (i) = L(i)U (L(i)

is the matrix of left eigenvectors of B(i)), which remains constant. This fact
allows one to construct formally solutions at advanced times by propagating
the values of characteristic variables at previous times along the characteristic
curves, i.e., by solving initial value problems (IVPs).

Anile [8] has shown that system (3) is hyperbolic for causal EoS, i.e., for those
where the local sound speed, cs, defined by

hc2s =
∂p

∂ρ
+ (p/ρ2)

∂p

∂ε
, (6)

satisfies cs < 1.
In the particular case of SRHD the set of eigenvalues associated to the Jaco-

bian matrix in the i–direction are [43,35,3]

λ0 = vi, (7a)

λ± =
1

1 − v2c2s

(
vi(1 − c2s) ± cs

√
(1 − v2)[1 − v2c2s − vivi(1 − c2s)]

)
. (7b)

Let us notice that: (i) there exists a strong coupling between the components
of velocity along the different spatial directions through the modulus of the ve-
locity, v; (ii) in the one–dimensional case (1D) the expressions of λ± (associated
to the acoustic waves) reduce to the Lorentz addition of the flow velocity and
the local sound speed

λ± =
v ± cs
1 ± vcs

; (8)
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(iii) λ± → v ± cs in the Newtonian limit (v, cs → 0), and λ± → 1 in the
ultrarelativistic limit (v → 1).

For the sake of completeness let us say that the eigenvalues and right eigen-
vectors corresponding to the Jacobian matrices of fluxes in system (3) appear
explicitly in ref. [12]. The explicit expression of the left eigenvectors can be found
in ref. [3].

An important property of hyperbolic systems of conservation laws is that they
admit discontinuous solutions (shocks). These discontinuous solutions satisfy the
Rankine-Hugoniot (RH) jump conditions which establish the continuity of mass,
momentum and energy fluxes across shocks. In the case of SRHD these conditions
[154] read:

[ρuµ]rµ = 0 , (9)

[Tµν ]rµ = 0 , (10)

rµ being the unit normal to the hypersurface of the space–time, σ, containing
the discontinuity. The square brackets define the jump of a given variable across
σ ([F ] = Fa − Fb; where Fa, Fb are the values of F on the two sides of σ).

Considering σ as normal to the x-axis, a suitable choice of rν is rν =
Γs(Vs, 1, 0, 0), where Vs is interpreted as the coordinate velocity of the hyper-
surface that defines the position of the shock wave and Γs = (1 −V 2

s )−1/2 is the
Lorentz factor associated to the shock.

RH conditions (9), (10) can be written in terms of the conserved and primitive
quantities and the invariant mass flux across the shock, j (j ≡ ΓsDa{Vs −vx

a} =
ΓsDb{Vs − vx

b }),

[vx] = − j

Γs

[
1
D

]
, (11)

[p] =
j

Γs

[
Sx

D

]
, (12)

[
Sy,z

D

]
= 0, or [hΓvy,z] = 0, (13)

[vxp] =
j

Γs

[ τ
D

]
. (14)

Equation (13) implies that the orientation of the tangential velocity does not
change across shocks. This also holds for selfsimilar expansions or rarefaction
waves. However, the values of the components of the tangential velocity, (vy, vz),
may jump across the shock (contrary to Newtonian hydrodynamics). In the
case of contact discontinuities (no mass flux across the discontinuity, j = 0)
arbitrary jumps in the tangential velocity are allowed although pressure and
normal velocity should be continuous.
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2.3 Newtonian versus Relativistic Hydrodynamics

The classical Euler equations are easily recovered from the RHD equations in
the limit c → ∞. The limits of the conserved variables and flux vectors lead to
the corresponding quantities in the classical case:

U = (D,Sj , τ) → (ρ, ρvj ,
1
2
ρv2 + ρε)

F(i) = (Dvi, Sjvi + pδji, Si −Dvi) → (ρvi, ρvjvi + pδji, vi(
1
2
ρv2 + ρε+ p))

i, j = 1, 2, 3

The equations keep their conservative and hyperbolic characters but there are
several factors that make RHD more complex to solve numerically than classical
hydrodynamics: (i) the RHD equations are tightly coupled through Γ and h and,
therefore, they display a larger non-linearity; (ii) there is no explicit relation be-
tween W and U (except for particular EoS), i.e., obtaining the primitive from
the conserved variables needs an iterative numerical method; (iii) the tangential
flow velocity can change across discontinuities (see § 2.2) and, in addition, the
characteristic speeds may suffer from aberration (see the coupling between dif-
ferent directions in expression (7b)); (iv) in the ultrarelativistic limit (v → 1),
the eigenfields are degenerate (λ0 → λ± → 1) which triggers the appearance
of very thin structures in the flow (like, e.g., in the case of relativistic blast
waves) that may become a source of numerical errors; and (v) relativistic strong
shocks can display unbounded jumps in physical variables; e.g., for an ideal gas
(i.e., with an EoS: p = (γ − 1)ρε), the compression ratio between the post– and
pre–shocked densities of a relativistic strong shock is such that (see, e.g., [155])
ρb/ρa ≤ (γΓa + 1)/(γ − 1) which tends to infinity in the ultrarelativistic limit
(va → 1). This should be compared with the compression ratio in a Newtonian
strong shock: ρb/ρa ≤ (γ + 1)/(γ − 1) which is ∼ 4 − 7 for typical values of γ.

3 Numerical Integration of the RHD Equations

The first attempts to solve numerically the equations of RHD started in the late
60’s [103]. Since then and up to the 80’s the field has been dominated by the so
called artificial viscosity (AV) techniques. This was the result of the application of
von Neumann & Richtmyer’s [162] ideas (in the framework of classical hydrody-
namics) to RHD. Basically, the algorithms consisted of standard finite difference
techniques together with viscous terms added to the equations to damp spuri-
ous oscillations near shocks. The AV terms were non–consistent because they
were not based on the energy–momentum tensor of a viscous fluid. However,
they provide an artificial dissipative mechanism that makes the shock transition
smooth, i.e., extended over several numerical zones. The approach needs a large
dissipation (the amount of viscosity being problem dependent) to handle strong
relativistic shocks and, therefore, AV schemes may be very diffusive (smear-
ing out every discontinuity in the flow). In addition, the algorithms were not
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conservative and, hence, did not guarantee the propagation of discontinuities
at the correct (physical) velocities. Due to all these problems, traditional AV
methods are not optimal both in the mildly and in the ultrarelativistic regimes
(i.e.,Γ ≥ 2).

Over and above all these considerations, it remains true that AV meth-
ods have been widely used in many fields of astrophysics and we summarize
briefly some of their key contributions. The first 1D, Lagrangian, full GRHD
code (i.e., also evolving the EFE) corresponds to May & White [103] and it was
applied to stellar core collapse. However, due to the Lagrangian character of
the code, it was impossible to extend it to multidimensions. Another impor-
tant improvement was made by Wilson during the 70’s [164,165]. In ref. [164]
he presented the first multidimensional (2D), Eulerian, full GRHD numerical
code. This code (and some different versions of it) has been successfully applied
to axisymmetric stellar collapse (e.g., [127,151,148,114,111,40]), accretion onto
compact objects (e.g., [63,125]) and numerical cosmology (e.g., [24]).

As an example of the performance of the methods, we reproduce in Fig. 1b the
plot given by Norman & Winkler [118] showing the evolution of the relative errors
of Centrella & Wilson’s algorithm [24] for the case of the reflection of a mildly
relativistic shock against a wall (see Fig. 1a for a schematic representation). The
solution develops a shock that moves away from the wall. In the postshock state
the gas is at rest and much hotter than the gas in the preshocked medium. It is
noticeable from Fig. 1b that errors are larger than 5% even for values of Γ as
small as � 2.3.

In the mid eighties, Norman & Winkler [118] proposed a reformulation of
the difference equations with artificial viscosity consistent with the relativistic
dynamics of non-perfect fluids. Accurate results across strong relativistic shocks
with large Lorentz factors were obtained in combination with adaptive mesh
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Fig. 1. (a) Scheme of the relativistic shock reflection test. (b) Relative errors of the
relativistic shock reflection test as a function of the Lorentz factor (W in the plot) of
the inflowing gas for two different values of the adiabatic index (Γ in the plot legends)
using the explicit Eulerian techniques of [24]. Data from Centrella and Wilson [24].
Plot reproduced from Norman and Winkler [118].
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techniques. However, the strong coupling introduced in the equations by the
presence of the viscous terms in the definition of relativistic momentum and
total energy densities required an implicit treatment of the difference equations
and prevented the extension of the algorithm to multidimensions.

During the 1990’s, a major break-through in the simulation of ultrarela-
tivistic flows was accomplished when high–resolution shock–capturing (HRSC)
methods, specially designed to solve hyperbolic systems of conservation laws,
were applied to solve the RHD equations. Their application has caused a revo-
lution in numerical RHD because (i) writing the equations in conservation form,
guarantees convergence to the physically correct solution; (ii) HRSC methods
exploit the hyperbolic character of the RHD equations and, therefore, the so-
lution automatically satisfies RH conditions (this is the reason why they are
called shock–capturing); and (iii) they provide high resolution in the sense that
they have high order of accuracy in smooth regions of the flow while keeping
discontinuities stable and sharp.

3.1 Basic Procedure of HRSC Methods

As in any finite difference or finite volume scheme, the first step consists in
discretizing the equations on a finite numerical grid (tn, xj)

xj = (j − 1/2)∆x, j = 1, 2, . . . , (15)

tn = n∆t, n = 0, 1, 2, . . . , (16)

∆t, ∆x being the time step and the zone size, respectively. The discretization
of the system is such that the time evolution of zone averaged state vectors,
Un

j , is governed by functions called numerical fluxes, F̂j±1/2, evaluated at zone
interfaces:

dUn
j

dt
= − 1

∆x

(
F̂j+1/2(Un

j−r,U
n
j−r+1, . . . ,U

n
j+q)−

F̂j−1/2(Un
j−r−1,U

n
j−r, . . . ,U

n
j+q−1)

)
.

where p and q are positive integers. Usually, Un
j is an approximation to the zone

average of U defined by

Un
j =

1
∆x

∫ xj+1/2

xj−1/2

U(tn, x)dx , (17)

which is consistent with the integral form of the system of conservation laws
and, F̂j±1/2 are the time–averaged fluxes across the interfaces xj±1/2 (xj±1/2 =
(xj + xj±1)/2) :

F̂j±1/2 ≈ 1
∆t

∫ tn+1

tn

F(U(t, xj±1/2))dt . (18)
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Computation of Numerical Fluxes. Numerical fluxes must be consistent
with the actual fluxes, i.e., F̂(U,U, . . . ,U) = F(U). In (18) the only unknown is
the value of the solution at every cell interface, U(t, xj±1/2) and its dependence
on time. There are several ways of calculating (18), that give rise to different
HRSC schemes. One of the most fruitful subset of methods are called Godunov–
type methods (because they were first used in Godunov [51]). The discretization
procedure approximates the solution by a piecewise continuous function at each
time step (see Fig. 2 bottom panel) and, therefore, at every cell interface a
jump between adjacent zone averaged values may occur. The situation is such
that locally (at each interface) at every time level, tn, one has an IVP with
piecewise constant initial data for the RHD equations, i.e., a Riemann problem
(RP; see, e.g., [157]). In Godunov-type methods, U(t, xj±1/2) is calculated by
solving these RPs at every zone interface. The exact solution of the RP for the
Euler equations is known (e.g., [30] and references therein) and consists of a
set of constant states separated by centered rarefactions, contact discontinuities
and/or shocks connecting the piecewise constant left and right states. The top
panel of Fig. 2 shows a space–time diagram of the evolution of the solution

x

j+2j+1jj-1

xj-1 xxx xx

 xx xx

x

j-1/2

j+1
nnn

j-1 j+2

continuous solution
discrete solution

contact discontinuityshockrarefaction

j
n

t

j+2j+3/2j+1j+1/2j

t

uu uu

n+1

n

Fig. 2. Godunov’s scheme: local solutions of Riemann problems. At every interface,
xj− 1

2
, xj+ 1

2
and xj+ 3

2
, a local Riemann problem is set up as a result of the discretiza-

tion process (bottom panel), when approximating the numerical solution by piecewise
constant data. At time tn these discontinuities decay into three elementary waves which
propagate the solution forward to the next time level tn+1 (top panel). The time step of
the numerical scheme must satisfy the Courant-Friedrichs-Lewy condition, being small
enough to prevent the waves from advancing more than ∆x/2 in ∆t.
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at several adjacent cell interfaces. The time step between two consecutive time
levels, tn, tn+1 must be limited in order to prevent the interaction of the solution
of adjacent interfaces. This restriction on dt is known as Courant–Friedrich–Lewi
(CFL) condition.

High Order of Accuracy. In order to understand the meaning of high resolu-
tion we need to introduce some mathematical concepts (see, e.g., [87] for details).
We say that the solution converges under grid refinement when the global error
||E∆x||, defined as

||E∆x|| = ∆x
∑

j

|Ūn
j −Un

j |, (19)

tends to zero as ∆x → 0 (Ūn
j is the average of the true solution in the cell j).

The idea behind definition (19) is that the finer the grid is, the better the numer-
ical solution. Lax equivalence theorem [133] asserts that stability is a necessary
condition to guarantee convergence. A measure of the stability of a solution can
be its total variation at t = tn, TV(Un), defined as

TV(Un) =
+∞∑
j=0

|Un
j+1 −Un

j | . (20)

A numerical scheme is said to be TV–stable, if TV(Un+1) ≤ TV(Un), ∀n for
any initial data. For non–linear, scalar conservation laws, a numerical scheme
converges if it is written in conservation form with consistent numerical flux
functions, and if it is TV–stable [87].

High–order accuracy in smooth parts of the flow is achieved by using con-
servative monotonic polynomial functions to interpolate the approximate solu-
tion within numerical cells. The reason to choose monotonic functions is that
they lead to a decrease of the total variation of the solution (total–variation–
diminishing schemes, TVD; [61]), ensuring stability. This interpolation or cell
reconstruction provides more accurate left and right states for the Riemann
problem by substituting the mean values Un

j (that produces only first–order ac-
curacy) by better representations of the true flow near the interfaces, thereupon,
new RPs are setup at each cell interface. Different choices of the interpolation
polynomial lead to TVD schemes of different order of accuracy. Piecewise con-
stant functions provide first order accuracy (this was the original method of
Godunov [51]). Second order of accuracy is obtained if piecewise linear functions
are used (e.g.,monotonic upstream scheme for conservation laws – MUSCL –
method [158]) and, piecewise parabolic functions provide third order accuracy
(piecewise piecewise method – PPM – [28]). Albeit it is possible to construct
higher order polynomials to obtain better accuracy in smooth parts of the flow, it
should be remarked that TVD methods degenerate to first order accuracy at ex-
trema [119]. Therefore, other types of reconstruction (not being TVD) have been
developed like, e.g., total –variation–bounded (TVB) schemes [146], the essen-
tially non–oscillatory (ENO) schemes [62] and the piecewise–hyperbolic method
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(PHM) [93]. In other approaches, like the FCT algorithm (see, e.g., [20]), a high
order of accuracy is obtained by adding an anti–diffusive flux to a first order
accurate numerical flux.

Time Advance. There are two main procedures to advance the conserved vari-
ables in time. One possibility is a standard discretization of the time derivative
in system (17). In this case, the accuracy of the method depends on the order
of accuracy up to which the numerical fluxes have been computed. The sec-
ond alternative (known as the method of lines) regards (17) as a semidiscrete
(i.e., spatially discretized) system of ordinary differential equations to which any
standard ordinary differential equation solver (e.g., a Runge Kutta solver) can
be applied.

3.2 Riemann Solvers

The key ingredient of Godunov–type methods is the solution of the RP at zone
interfaces. Nevertheless, there is no exact closed–form to the RP neither for
the RHD equations nor for the classical Euler equations, not even for ideal
gases. Iterative algorithms are devised whereby the solution can be computed
numerically up to any practical degree of accuracy. Numerical schemes aimed to
solve RPs are known as Riemann solvers.

The solution of the RP can be either exact or approximate and, therefore,
the Riemann solvers can be, at first instance, classified as exact or approximate
Riemann solvers. Although the exact solution to the RP is known, there are a
number of reasons to compute approximate solutions. The first is that the preci-
sion of any difference method is finite and, actually depends on the order of the
method. Hence, an approximate RP solution with an accuracy better than that
of the finite difference scheme might be acceptable. The second reason is that
exact Riemann solvers are computationally expensive algorithms while approxi-
mate ones are more efficient. That is particularly important in multidimensional
calculations because then numerical efficiency is a main issue. Finally, the so-
lution of the RP is averaged in time to compute the numerical fluxes (see 18)
and, therefore, the fine details of the solution are lost. Hence, it may pay off to
evaluate an approximate (but accurate enough) solution to the RP.

Among the class of exact Riemann solvers, Godunov [51] is credited with
the first exact Riemann solver for the Euler equations. Mart́ı & Müller [98] ex-
tended this classical solution of the RP to the SRHD equations when the veloc-
ities parallel to the initial discontinuity (tangential velocities) are zero. Pons, et
al. [130] have given the general solution (for non–vanishing tangential velocities)
for the RP in SRHD. Wen, Panaitescu & Laguna [163] have extended Glimm’s
method or Random Choice Method [50,25] to 1D SRHD. Balsara [11] and Dai &
Woodward [31] have extended to SRHD the two–shock approximation method
of Colella [27] for classical fluid dynamics.

The strategy to construct approximate Riemann solvers (in both classical
and relativistic hydrodynamics) relies on the local linearization of the Jacobian



208 Miguel A. Aloy and José M. Mart́ı

matrices of the flux vectors, B(i), extending a procedure introduced by Roe [132]
and sometimes referred to as local characteristic approach (LCA). The idea of
the LCA is to use the spectral decomposition of B(i) to rewrite the original sys-
tem as a new one of uncoupled scalar equations, in terms of the characteristic
variables. The locally linear system can then be easily solved to obtain appropri-
ate numerical fluxes for the original system. Sometimes the linearization process
involves an averaged intermediate state at zone interfaces. This is the case of the
original Roe solver [132] and its relativistic extension [39], and Mart́ı et al. [97]
or Falle & Komissarov [41] approaches. Donat & Marquina [36] have extended a
numerical flux formula which was first proposed by Shu & Osher [147] for scalar
equations to systems. In the scalar case and for characteristic wave speeds which
do not change sign zone interfaces, Marquina’s flux formula is identical to Roe’s
flux. Otherwise, the scheme switches to the more viscous, entropy satisfying lo-
cal Lax–Friedrichs scheme [147]. In the case of systems, the combination of Roe
and local–Lax–Friedrichs solvers is carried out in each characteristic field after
the local linearization and decoupling of the system of equations [36]. However,
contrary to Roe’s and the previously cited linearized methods, the extension of
Marquina’s method to systems does not require on any averaged intermediate
state. Marquina’s flux formula has been successfully used in the ultrarelativis-
tic regime and in 2D axisymmetric [100,101] and 3D SRHD [3] and even in 3D
GRHD [7,44].

Finally, a very simple approach is an extension of the Harten, Lax, van Leer
(HLL) solver to SRHD [139]. This method avoids the explicit calculation of the
eigenvalues and eigenvectors of the Jacobian matrices and is based on an approx-
imate solution of the original Riemann problems with a single intermediate state,
U∗, determined by requiring consistency of the approximate Riemann solution
with the integral form of the conservation laws in a grid zone. The algorithm
needs estimates of lower and upper bounds for the smallest and largest signal
velocities, aL and aR, respectively. Good estimates for aL and aR are essential to
guarantee robustness and, at the same time, the minimal amount of numerical
viscosity (the larger the difference ||aL| − |aR|| is, the larger the viscosity of the
method; if the difference is too small, undesired numerical oscillations around
discontinuities appear). In the non-relativistic case, Einfeldt [37] proposed to
use the smallest and largest eigenvalues of Roe’s matrix (this corresponds to the
HLLE solver). Duncan & Hughes [33] have generalized the method to 2D SRHD.

3.3 Other HRSC Schemes

Symmetric TVD Schemes with Nonlinear Numerical Dissipation. Sym-
metric TVD (sTVD) methods [32] are another subset of the HRSC methods. As
Godunov–type methods, they are written in conservation form, but they are
not based on solving Riemann problems. sTVD methods use standard finite
difference methods (e.g., Lax Wendroff scheme) and employ local conservative
dissipation terms in order to stabilize the algorithm across discontinuities. The
numerical dissipation term is local, free of problem dependent parameters and
does not require any characteristic information. Hence, they are simpler than
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Godunov–type schemes. Extensions to 2D and 3D general relativistic magneto
hydrodynamics (GRMHD) can be found in, e.g., [74,73,116].

Relativistic Beam Scheme. In the beam scheme [136] and its relativistic
extension [167] the hydrodynamic equations are solved as the limit of the cor-
responding Botzmann equation. The velocity distribution functions are approx-
imated by several Dirac delta functions or discrete beams of particles in each
computational cell, which reproduce the appropriate moments of the distribu-
tion functions. This beam scheme, although being a particle method derived
from a microscopic kinetic description, has all the desirable properties of mod-
ern characteristic–based wave propagation methods based on a macroscopic con-
tinuum description. Yang et al. [167] show that the integration scheme for the
beams can be cast in the form of an upwind conservation scheme in terms of nu-
merical fluxes and build up high–order variants of the relativistic code in terms
of different TVD and ENO interpolations.

3.4 Other Approaches

Van Putten’s Approach. Van Putten [159] solves the equations of (ideal)
special relativistic magneto–hydrodynamics (SRMHD) formulating Maxwell’s
equations as a hyperbolic system in divergence form. State vectors and fluxes
are decomposed into a spatially constant mean and a spatially dependent vari-
ational part. Then, the SRMHD equations become an evolution system for in-
tegrated (continuous) quantities for which standard integration methods can be
used. In order to update the state vectors of the original system, a numerical
differentiation of the integrated quantities is necessary. This process can lead
to oscillations in the case of strong shocks and a smoothing algorithm needs to
be supplied. The approach has been applied to SRMHD jets with values of the
Lorentz factor up to 4.25 [160,161].

Relativistic Smoothed Particle Hydrodynamics. Smoothed particle hy-
drodynamics (SPH; [89]) represents a fluid by a Monte Carlo sampling of its mass
elements. The motion and thermodynamics of these mass elements is governed
by the hydrodynamic equations. As the equations involve continuous proper-
ties of the fluid, it is necessary to estimate these quantities from the positions,
velocities and internal energies of the fluid mass elements, which are like par-
ticles moving with the flow. SPH treats the particle positions as a finite set of
interpolating points where the continuous fluid variables and their gradients are
estimated by an appropriately weighted average over neighboring particles. This
means that it is a free–Lagrange method, i.e., spatial gradients are evaluated
without the use of a computational grid. As a result, the method provides a
genuinely multidimensional (3D) description of the fluid with a lower computa-
tional cost (depending on the number of particles employed) than typical finite
volume, HRSC, multidimensional methods. SPH has been extended to SRHD by
Monaghan [109]. Other SRHD applications can be found in, e.g., [84,91,92,26].
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Implementations of SPH in GRHD may be seen in [70,83,145]. The artificial vis-
cosity (necessary to handle discontinuities in the fluid) is the most critical issue
for relativistic SPH codes. The reason is that, unlike its Newtonian analogue, the
relativistic theory has not yet been developed to the degree required to predict –
by a relativistic kinetic theory – the form of the dissipation terms. To overcome
this problem, the most successful approach consists on taking the concepts from
Riemann solvers as a guide to improve the artificial viscosity required in SPH
(see [110,26]).

4 Computational Issues and Current 3D RHD Codes

4.1 Computational Issues

Due to the extreme computational resources demanded by typical 3D RHD
simulations – as compared to 1D or 2D RHD ones –, technical improvements
of the codes are required. Among the most important issues that should be
addressed we find the optimization of the memory and the algorithm itself and,
the design of suitable strategies for data analysis.

Memory Handling Optimization. Even small problems in 3D require huge
amounts of RAM memory. As an example, 15 variables (e.g., a set of five con-
served variables, five primitive variables and five fluxes) discretized in a volume
containing 2563 cells, in double precision (×8 bytes), would need ∼ 2 Gb of RAM.
Moreover, this number of 3D variables is a very moderate value that can easily
be multiplied by a factor of ∼ 4 if a GRHD problem with dynamical evolution
of the space–time is considered, or if several chemical species are present in the
fluid. Thereby, a reduction towards the minimal set of 3D variables is mandatory.
In addition, the algorithms should be designed to allow for an efficient memory
access (which is a computer dependent issue), the reason being that nowadays
the speed of the memory systems is about one order of magnitude smaller than
the actual CPU speeds. This last point is particularly critical when superscalar,
cache–oriented computers (the most commonly used systems in supercomputing,
at present) are used. Finally, high order methods are preferred in 3D, because
less grid points are needed to resolve fine structures in the fluid (as compared
with lower order methods).

Algorithm Optimization. A typical 3D RHD code, using an ideal EoS, may
need about 10−4 s to update a numerical zone on a single processor. If one has
to update 2563 zones, the time per code iteration is roughly 30 minutes per
processor. This means that 1000 time steps may need several days to a few
weeks to be completed. This time estimate, can grow drastically if, e.g., realistic
microphysics and/or EoS are used. Hence, code efficiency becomes important
in order to reduce the total computational time. An obvious way of decreasing
the run time is to simplify analytically all the expressions, in particular those
that may lead to numerical cancellation errors [5]. However, the largest impact
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on performance comes from computer architecture considerations, i.e., it is nec-
essary to write algorithms oriented to the type of computer that is going to
be used (cache based, vector based, etc.). Code parallelization and/or vector-
ization is unavoidable to work on current (both distributed or shared memory
based) supercomputers. Finally, given that the affordable resolution in fixed 3D
grids is still far from being appropriate to study many problems – even with the
largest supercomputers –, resolution enhancement algorithms are crucial (like,
e.g., adaptive mesh refinement [15], multiresolution [60]).

Data Analysis. Applying the same data analysis than in 1D or 2D it is neither
appropriate nor feasible in 3D, the reason being the huge data sets to be stored
(an analyzed). A crude estimate of the typical storage requirements necessary to
save every variable at every time step leads to unpractical (if not at all affordable)
values of the order of terabytes of disc space. Albeit, it is convenient to design a
priori the analysis strategy, i.e., it is convenient to choose which variables have to
be saved. An example of this kind of procedure is the synthesis of emission maps
from simulations of relativistic jets including time–delay effects (see Sect. 5). In
such a case, the values of the state variables in many different time levels are
necessary in order to integrate the emission along rays parallel to the line of sight
(for a given observing angle). In practice the number of time levels required to
make the full integration is of the same order than the number of time steps of the
simulation, which means that terabytes of data should be saved. An alternative
is to choose a priori the viewing angles that are interesting and perform the
integration on run time – picking out the values from the appropriate zones at
each time level for every angle –.

4.2 Technical Status of the Existing 3D RHD Codes

There are, according to our knowledge, four different 3D RHD codes, used in
astrophysical applications: Koide–Nishikawa’s code [74,76], GENESIS [3], Cactus
[44] and Shibata–Nakamura’s code [143]. In the following we will describe some
of the main features of each one.

The group of Koide and coworkers has developed a GRMHD code (for a
fixed background metric) based on a sTVD scheme (see Sect. 3.3). The code
has been applied to study the propagation of extragalactic jets through magne-
tized atmospheres [115] and also to simulate the early stages of jet formation by
magnetohydrodynamic mechanisms in background BH spacetimes [75]. A series
of tests of Koide et al.’s method involving mainly continuous solutions can be
found in ref. [76]. Koide et al.’s code has proven to be very stable (although very
difussive) when simulating mildly relativistic flows (maximum Lorentz factors
≈ 4) with discontinuities.

GENESIS [3] is a conservative 3D RHD code (used in astrophysical SRHD
and GRHD applications) based on HRSC techniques. It uses Marquina’s flux for-
mula to compute numerical fluxes and a third order PPM spatial interpolation.
The time advance is performed by means of a high–order Runge–Kutta method.
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GENESIS has been extensively tested in problems involving strong shocks even
in the ultrarelativistic regime, being able to handle Lorentz factors as large as
3 · 105 (in the one–dimensional wall reflection test). Simulations of extragalactic
jets (using SRHD, at both parsec [6] and kiloparsec [4] scales) and progenitors
of GRBs (in GRHD with a Schwarzschild background metric, [7]) have been
performed with GENESIS.

Cactus is a numerical tool developed within a collaboration of the Numerical
Relativity divisions at the National Center for Supercomputing Applications,
the Albert Einstein Institut and the Washington University [22]. Cactus is able
to solve the full set of Einstein field equations coupled to a perfect fluid source.
The hydrodynamic evolution employs HRSC methods and can be computed by
means of different Riemann solvers (Roe, Marquina) and flux–splitting schemes.
The metric evolution may be followed with several formalisms (ADM, hyperbolic
formulations, conformal–tracefree) combined with a number of integration meth-
ods (leapfrog, Crank–Nicholson, MacCormack along with Strang splitting) and
various gauges (algebraic, maximal slicing, etc.). The main goal of the code is
the simulation of astrophysical processes involving NSs and BHs. Font et al. [44]
have tested the capabilities of the hydro part computing shock tubes. In Fig. 3,
a comparison between Cactus and GENESIS is shown for a mildly relativistic
Riemann problem. Despite the slightly different grids (1003 for GENESIS, 1283

for Cactus) the results are still comparable, the reason being that both codes
use the same HRSC techniques. Font et al. [44] have also tested the GRHD cou-
pling in Cactus simulating Friedman–Robertson–Walker cosmologies with dust
and polytropic NSs (static and boosted). Alcubierre et al. [2] have performed a
number of experiments (Brill waves, single BH, static boson and neutron stars)
comparing different formulations of the Einstein equations. Recently, Landry &
Teukolsky [86] have performed simulations of coalescing binary NSs. The sta-

Fig. 3. Comparative performance of Cactus (left panel; figure from [44]) and GEN-
ESIS (right panel; figure from [3]) on a three–dimensional mildly relativistic shock
tube test. The panels show several primitive variables along the main diagonal of
the computational domain (solid line: analytic solution; symbols: numerical solu-
tion). The initial data are a constant left (L) and right (R) state characterized by
(ρL, pL, vL) = (10, 13.3, 0) and (ρL, pL, vL) = (1, 0.66 · 10−6, 0). Numerical grid and
evolution time is similar in both cases.
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bility of the Einstein evolution is a main issue of this code, especially when the
ADM or hyperbolic formulations are considered.

Shibata–Nakamura’s code is based on the conformal–tracefree (CT) formu-
lation of the Einstein equations [141,140,142]. The hydrodynamic equations are
written (and solved) as a set of advection (i.e., non–conservative) equations to
which AV is added as in Wilson’s traditional approach (see § 3). The CT formu-
lation is employed for the Einstein equations which are evolved by means of a
leapfrog scheme. Several gauges are available (maximal slicing, minimum distor-
tion). Shibata & Nakamura [140] have used this code to study the gravitational
wave production of selected matter configurations. Rigidly rotating neutron star
stability and neutron star mergers in 3D were computed in [113,143]. For the first
time in 3D full GR, the dynamical collapse of a rotating neutron star has been
simulated with this scheme [144]. Although the code –and the CT formulation–
allows for the longest stable evolutions in dynamical space–times, the quality of
the results, as measured by the degree of fulfillment of the constraint Einstein
equations, is not as satisfactory as in the ADM or hyperbolic formulations. A
comparison between the quality of the results of Shibata–Nakamura’s code and
GENESIS (using HRSC methods) is shown in Fig. 4 for the shock reflection
test in a flat space–time. Shibata & Nakamura’ results (for an inflow velocity as

Γ = 22360

Fig. 4. Comparative performance of Shibata–Nakamura’ code (left panel; figure from
[143]) and GENESIS (right panel; figure from [3]) on the shock reflection test. In both
cases the abscissas represent the distance to the reflection point. Left panel shows,
from top to bottom, the density, pressure and flow velocity distributions, for an inflow
velocity of 0.4c. In the right panel, the density distribution (in logarithmic scale) is
shown for a sample of inflow velocities –from 0.9c to 0.999999999c–.
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small as 0.4c) display the well known pathologies of traditional relativistic AV
methods in the treatment of shocks (diffusion, oscillations). HRSC techniques
are much less diffusive (even with Lorentz factors as large as 22360) and produce
more stable profiles in the postshock state.

5 Applications

In this Section we will review briefly some of the most relevant 3D applications
of SRHD and SRMHD codes in astrophysical scenarios (i.e., relativistic jets) as
well as recent GRHD and GRMHD simulations in the context of progenitors of
GRBs and jet formation, respectively. Applications to dynamical space–times,
in which Einstein equations are coupled to the GRHD equations, are beyond the
scope of this article (for a review see, e.g., [45]).

5.1 Relativistic Astrophysical Jets

In the standard model [19,138] the elongated radio structures connected to the
center of AGNs in radio galaxies and radio–loud quasars are considered as con-
tinuous ejections of highly collimated, supersonic and very stable plasma. The
emission is produced by synchrotron and inverse Compton processes of electrons
accelerated up to ultrarelativistic energies in the vicinity of a central engine.
The asymmetries in the radio flux of the two oppositely directed jets of a source
and the superluminal motions observed in a few dozens of compact sources are
explained by assuming that both jets propagate with relativistic speeds along
directions at small angles to the line of sight. The relativistic Doppler beaming
of the emission in the direction of motion accounts for the observed emission
asymmetries whereas apparent superluminal speeds are explained by the com-
bination of a finite value of the speed of light and the relativistic motion of the
emitting source.

The formation, collimation and propagation of extragalactic jets involves
scales ranging from some microparsecs to hundreds of kiloparsecs. Thereby, the
study of the jet phenomenon is conveniently chopped into several pieces each
one covering a smaller range of length scales. The mechanism governing the jet
formation and collimation is still a challenge, mainly because the most detailed
high–frequency VLBI observations of nearby radio sources can resolve at most
the compact radio cores with a linear resolution of ≥ 0.1 pc [17]1, while the
Schwarzschild radius (Rs = GM/c2) of a 109M� galactic BH (the supposed
central engine in the most commonly accepted interpretation) is ∼ 10−5 pc.
Consistently, our theoretical view of jet formation is mainly constrained by the
fact that many jets are well collimated by the time they have propagated to a
distance ≤ 1pc from the nucleus (e.g., [69]). Several mechanisms of jet formation
have been proposed, all of which present some difficulties [13]. Additionally, there

1 The VLBI Space Observatory Program (VSOP), allows for a linear resolution of
∼ 0.1 − 1 pc even in distant sources like S5 0836+710 (z = 2.17; [88]).
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is a wide variety in the observed properties of jets, so there may be a variety
of jet collimation mechanisms. The standard model assumes that jet formation
involves accretion onto a central compact object, such as a NS or a stellar BH
in the case of galactic microquasars (GRS 1915+105 [107] and GRO J1655-40
[156]), or a supermassive BH in AGNs. This accretion fuels bipolar outflows
which are further collimated and accelerated by MHD processes at subparsec
scales (see, e.g., [81]).

At parsec scales (from 0.1 pc to 100 pc) jets are observed using VLBI imaging.
VLBI radio maps display highly collimated jets whose morphology is character-
ized by a bright spot at the jet end and a series of components which separate
from the core, sometimes at superluminal speeds. Many parsec scale jets show
intraday variability of the radio flux, excess in brightness temperatures and one-
sidedness. The interpretation of these features is that the jet material moves at
small angles to the line of sight with bulk Lorentz factors Γ � 15h−1

65 [49] (h65 is
Hubble’s constant in units of 65 km/s Mpc−1), or even larger (Γ � 30 − 100) if
the intraday variability is intrinsic and a result of incoherent synchrotron radia-
tion [14]. The moving components are interpreted, within the shock–in–jet model
as traveling shock waves [95,54]. A worthy byproduct of this model is the expla-
nation of the complex multifrequency brightness and polarization variations in
blazars.

At kiloparsec scales, sources are shaped by the interaction with the external
medium, with a morphological dichotomy between FRI and FRII [42] sources
whose basis seems to be the source power. The morphology of FR I sources is
the result of a deceleration from relativistic to non–relativistic, transonic speeds
[16,85], occurring within the first kpc. In the case of the FRIIs, mildly relativistic
jet speeds (Lorentz factors between 2 and 3) well outside the galaxy have been
inferred from flux asymmetries between jets and counter–jets [21] and superlu-
minal motions at kpc scales (e.g., in 1928+738 [65] and 1055+201, 1830+285,
2209+080 [64]). The mechanism by which the relativistic flows inferred from
radio jets at pc scales remain collimated up to kpc scales is still unresolved.

Large-Scale Jets. At far enough distances from the central object (pc and
kpc scales) the effects of gravity are negligible and we can assume (as a first
approximation to the problem) that magnetic fields are dynamically unimpor-
tant. In this approach, numerical simulations using a pure SRHD treatment have
been performed since the early 90s to study the morphology and dynamics of
relativistic jets.

The development of codes based on HRSC techniques has allowed 2D ax-
isymmetric time–dependent relativistic hydrodynamic simulations [33, 38, 99–
101, 80, 134] to be performed. These simulations led to the conclusion that both
the internal energy and the Lorentz factor of the beam enhance the stability of
relativistic jets compared to their classical counterparts, through the increase
of the effective inertial mass of the beam. Relativistic MHD simulations in 2D
using pseudo–spectral techniques [159,161] or sTVD methods [74,73] have been
another step forward in our understanding of relativistic astrophysical jets.
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Only since 1998 the morphology and dynamics of relativistic jets is studied
with 3D SRHD [3,4] or SRMHD [115,116] simulations. Aloy et al. [3] did a 3D
simulation (in Cartesian coordinates) of an axisymmetric relativistic jet propa-
gating through an homogeneous atmosphere. The simulated jet is characterized
by a beam–to–external proper rest–mass density ratio η = 0.01, a beam Mach
number Mb = 6.0, and a beam flow speed vb = 0.99c. An ideal gas equation
of state with an adiabatic exponent γ = 5/3 is assumed to describe both the
jet matter and the ambient gas. The beam is in pressure equilibrium with the
ambient medium which fills a domain (X,Y,Z) with a size of 15Rb ×15Rb ×75Rb

(120× 120× 600 cells), where Rb is the beam radius. The jet is injected at z = 0
in the direction of the positive z-axis through a circular nozzle. Simulations were
typically performed with 16 R10000 processors (on a SGI-Origin 2000) and need
about ten thousand time iterations. The execution time was about 100 hours.
Genuine multidimensional effects were included by perturbing the axial injection
velocity.

Koide and collaborators [115,116] simulated the evolution of relativistic jets
through a magnetized uniform atmosphere during a very brief period of time. The
numerical setup [116] consisted on a cylindrical jet injected through a circular
nozzle into an oblique (45◦ with respect to the jet axis) magnetic atmosphere.
The computational domain was a cubic box of 20Rb×20Rb×20Rb (101×101×101
cells). The jet had the following parameters: vb = 0.98756c, ratio between the
beam and magnetic specific energy densities εb/εm = 1/3, Mb = 4.0, γ = 5/3
and considered two different strengths for the ambient magnetic field, weak and
strong. The simulation lasted for 35 CPU hours on a SGI–Power Challenge and
required about 1 Gb of RAM. It should be remarked that the coarse grid zoning
used in Nishikawa’s [116] simulations (5 cells/Rb), prevented them from studying
genuine 3D effects in relativistic jets in detail.

Parsec Scale Jets. The presence of emitting flows at almost light speed en-
hances the importance of relativistic effects in the apparency of jets. This fact
is stressed in the case of parsec scale jets, triggering the combination of syn-
chrotron emission models and hydrodynamic simulations to compare with ob-
servations. Theoretical models aimed at explaining the appearance of radio jets
[68,94,95,72] studied the spectrum of the synchrotron emission produced in dif-
ferent parts of the jet and the perturbations induced on the spectrum due to jet
inhomogeneities. The inhomogeneities were introduced to mimic the ejection of
components in real sources. The (frequency dependent) light curves of both total
and polarized flux of the ejected components are understood as enhanced emis-
sion behind relativistic shock waves propagating down the underlying steady jet
(shock–in–jet model).

The theoretical models gave rise to more detailed numerical models (see,
e.g., [67,96,53]) which, however, were restricted to a simplified (one-dimensional)
hydrodynamic evolution. In 1995, Gómez et al. [55] produced the first numerical
simulations of the pc scale synchrotron emission from 2D SRHD jets. Since then,
other works have followed the same approach [56,34,106,79].
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Very recently, Aloy et al. [6] have computed, for the first time, the emis-
sion from 3D relativistic jets. As in the previous 2D simulations, the approach
followed by Aloy et al. rested on two main points. First the jet structure is
calculated using a relativistic time–dependent hydrodynamic code. Second, the
radio emission from the hydrodynamic jet models is computed by integrating
the transfer equations of synchrotron radiation, once the appropriate relations
between the computed hydrodynamic quantities and the emission/absorption
coefficients are established. The procedure accounts for the appropriate opacity
and relativistic effects, such as Doppler boosting and relativistic aberration. The
simulations were done with the code GENESIS [3] and the radio emission was
calculated with the same code as in Gómez et al. [55,56] (see also [58]). Aloy
et al. [6] discuss some observational consequences of the interaction between the
relativistic jet and the surrounding medium, leading to the development of a
shear layer. The presence of such a layer (with distinct kinematic properties and
magnetic field configuration) has been invoked ad hoc in the past by several
authors [78,85] to account for a number of observational characteristics in FR I
radio sources. However, its physical nature is still largely unknown. Remarkable
effects associated with this layer are, e.g., the presence of rails of low polariza-
tion intensity (see emission dips in Fig. 5–right) along the shear layer. Recently,
Swain, Bridle, & Baum [152] have found evidence of such shear layers in FR II
radio galaxies (3C353), and Attridge, Roberts, & Wardle [10] have inferred a
two-component structure in the parsec scale jet of the source 1055+018.
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from an angle of 10◦ (top line in both plots), to 90◦ (showing a progressive decrease in
emission). Dashed lines (dot dashed) correspond to an observing angle of -100◦ (-140◦).
Units are normalized to the maximum in total intensity.



218 Miguel A. Aloy and José M. Mart́ı

Jet Formation. Within the framework of General Relativity, GRMHD 2D ax-
isymmetric simulations of early phases of jet formation from magnetized accre-
tion disks around a non–rotating (Schwarzschild) BH [76] or rotating (Kerr) BH
[77] have been performed, assuming a fixed background metric. The magnetic
stress induced by the axial magnetic field anchored to the disk (in Keplerian
rotation) is responsible of the angular momentum loss of the disk material, trig-
gering the accretion process. In the non–rotating Schwarschild BH case [76] a jet
is formed with a maximum velocity of 0.93c (W = 2.7) if a hydrostatic corona is
considered and with a maximum velocity of 0.4c if a free falling corona embed-
ding the black hole is assumed. A two layered jet structure (in agreement with
theoretical predictions – e.g., [18] –) is found. The inner part is pressure driven
and moves at relativistic speeds in the hydrostatic corona case. The outermost
part is magnetically driven and subrelativistic. This shell structure might be
the origin of the shear layer mentioned in the previous section. Nevertheless,
for a fast rotating BH [77], the maximum velocities obtained are 0.4c (counter–
rotating disk) and 0.3c (co–rotating disk), and again the two layered outflow
structure is formed (see Fig. 6). As the simulations had to be stopped due to nu-
merical problems quite early [77], the total evolution time was not large enough
to develop highly relativistic jets. Therefore, despite of the promising results of
Koide’s group, the mechanism of jet formation still remains an open and chal-
lenging question (see, e.g., [135]).

5.2 Gamma–Ray Bursts

GRBs are known observationally since over 30 years [71]. They consist of very
short, non–repeating events (except for a few soft gamma–ray repeaters), with
a typical duration between several milliseconds and several hundreds of seconds,
showing a large variability even at millisecond scale. They show a bimodal time–
distribution, the border between the two groups being at ∼ 2 s. The first group is
composed of short bursts centered around 0.1 s, while the second group consists
of long bursts (more numerous and softer than the first group) centered at about
15 s. The time–structure is very different from burst to burst.

GRB spectra are non–thermal. The observed energy flux as a function of the
energy can be well described by one or a combination of several power laws.
The maximum of the energy distribution corresponds to an energy (the energy
peak), which is characteristic of each GRB and usually is about several hundreds
of keV. The observed fluence on earth is 10−5 − 10−7 erg/cm2.

For years it was unclear whether GRBs take place at local or cosmological
distances (see e.g., [105]). However, a galactic origin can ve excluded, because
the BATSE catalog shows an isotropic distribution of GRBs over the sky [104].
BeppoSAX spacecraft [29] has provided accurate coordinates (∼ arc minutes) of
the fading X–ray counterparts of GRBs, which has allowed for subsequent ground
based observations of faint GRB afterglows at optical and radio wavelengths.
The recent redshift determinations, obtained from the optical spectra, prove
the cosmological origin at least of the majority of GRBs (see [48] for more
information). Observed redshift values are in the range 0.7 ≤ z ≤ 3.4 implying
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Fig. 6. Figure from [76]. Initial and final time snapshots of the logarithm of the density
around a non rotating Schwarzschild BH. Top panels: free falling corona case. Bottom
panels: hydrostatic corona case. The solid lines are the magnetic field lines. The vector
plots show the flow velocity. On the initial state a uniform axial magnetic field is set
up. The disk (in white color) rotates around the BH with Keplerian velocity. In the
right panels the jet is formed almost along the magnetic field lines.

emitted gamma-ray energies of 2×1051 ≤ E ≤ 2.3×1054 erg for an isotropically
radiating source. The cosmological origin of the GRBs is consistent with the
distribution of bursts in the logN − logP plane.

Nonetheless, the accuracy of the positioning is neither sufficient to determine
the host galaxies of GRBs nor their progenitors. This picture was challenged by
the detection of the Type Ib/c supernova SN 1998bw [46,47] within the error box
of GRB 980425 [149,126] whose explosion time and location is consistent with
that of the GRB. This suggests a relationship between GRBs and SNe Ib/c,
i.e., core collapse supernovae of massive stellar progenitors which have lost their
hydrogen and helium envelopes [47,66]. However, the observation of a second fad-
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ing X–ray source within the error box of GRB 980425 (different from SN 1998bw)
still causes some doubts on the GRB–supernova connection, although the prob-
ability of chance coincidence of GRB 980425 and SN 1998bw is almost negligible
[126].

Another clue on the nature of the progenitors of GRBs comes from the du-
ration of the shorter bursts and the temporal substructure of the longer bursts
(∼ 1 msec). If the time variation is intrinsic, the length scales involved in the
production of a GRB are of about 1 light–millisecond, which in turn points to-
wards compact objects, like NSs or BHs. Furthermore, the non recurrence of the
events points towards cataclysmic astrophysical events.

The compact nature of GRB sources, the observed flux and the cosmological
distance taken together imply a large photon density and, therefore, a large op-
tical depth for pair production. This is, however, inconsistent with the optically
thin source indicated by the non–thermal gamma–ray spectrum, which extends
well beyond the pair production threshold at 0.5 MeV. This problem (compact-
ness problem) can be resolved by assuming an ultra–relativistic expansion of the
emitting region. The bulk Lorentz factor required are Γ > 100 (see, e.g., [128])

Various catastrophic collapse events have been proposed in order to ex-
plain the energies released in a GRB. Among those proposals we find neutron–
star/neutron–star mergers [120,52], neutron–star/black–hole mergers [108], col-
lapsars [166,90] and hypernovae [121]. These models rely on the existence of
a stellar mass BH hole which accretes several solar masses of matter from
a disk (formed during a merger or by a non–spherical collapse) at a rate of
∼ 1M� s−1 [131]. A fraction of the gravitational binding energy released by
accretion is converted into neutrino and anti–neutrino pairs, which in turn an-
nihilate into electron–positron pairs. This creates a pair fireball, which will also
include baryons present in the environment surrounding the black hole. If the
baryon load (the ratio of the fireball mass to its energy) of the fireball is small
enough, the baryons are accelerated together with the e+ e− pairs to ultra–
relativistic speeds with Lorentz factors > 102 [23,129]. The existence of such
relativistic flows is supported by radio observations of GRB 980425 [82]. The
rapid temporal decay of several GRB afterglows is inconsistent with spherical
(isotropic) blast wave models propagating through the interstellar medium, and
instead is more consistent with the evolution of a relativistic jet after it slows
down and spreads laterally [137]. Finally, the bulk kinetic energy of the fireball is
thought to be converted into gamma–rays via cyclotron radiation and/or inverse
Compton processes (see, e.g., [105,128]).

One–dimensional numerical simulations of spherically symmetric relativis-
tic fireballs have been performed by several authors to model GRB sources
(e.g., [129,123,124,59]). Multi–dimensional modeling of ultra–relativistic jets in
the context of GRBs has for the first time been attempted by Aloy et al. [7]. Us-
ing a collapsar progenitor model (from [90]) they have simulated the propagation
of an axisymmetric jet through the mantle and envelope of a collapsing massive
star using a version of GENESIS [3] that includes a background Schwarzschild
metric. The jet forms as a consequence of an assumed energy deposition rate
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of 1050 − 1051 erg/sec within a 30◦ cone around the rotation axis. When the
jet reaches the surface of the stellar progenitor, the maximum Lorentz factor
attained by the flow is about 20. The latter fact implies that Newtonian sim-
ulations of this phenomenon [90] are clearly inadequate. The simulations also
try to address the ulterior acceleration of the fireball when the jet propagates
through an atmosphere of declining density. At the end of the simulations (when
the jet has gone over ∼ 1011 cm) the maximum Lorentz factor is about 50 (for an
energy deposition rate of 1051 erg/sec). The baryonic contamination is very het-
erogenous having an average value of 1. However, there are regions (coincident
with the parts of the flow having the largest Lorentz factor) where this value is
as small as 10−5, which is in agreement with the theoretical expectations (see
above). Although the final Lorentz factor is small compared with the predictions
of the standard model [23,129], the distance up to which the jet propagation has
been tracked (8 × 1010 cm) is much smaller than the one assumed to produce
efficient internal shocks (1012−1014 cm) and the fireball to become optically thin
(∼ 1013 cm, [128]). Therefore, there is still room for further acceleration of the
jet until it becomes transparent. Finally, there are recent claims pointing to the
possibility of GRB generation without extremely high Lorentz factors and with
much smaller masses than in the standard model [153].

6 Summary

Hydrodynamic relativistic processes are on the basis of a variety of challenging
astrophysical phenomena. On the other hand, relativistic astrophysics has ben-
efited of the recent development of accurate numerical techniques which have
allowed, for the first time, the simulation of ultrarelativistic multidimensional
flows. Two main applications are currently addressed. One is in the field of
relativistic jets, where very important advances have been made in problems
like the jet formation mechanisms or the nature of superluminal sources. The
other main application is in the field of GRBs. In order to stress the importance
of relativistic hydrodynamic simulations in these fields, let us remind that the
generation of both relativistic jets and GRBs is hidden to present observations
making numerical simulations the only means to confront the theoretical models.

In the present review we have rewritten the equations governing the dynam-
ics of relativistic perfect fluids paying special attention to their conservative and
hyperbolic character (two properties which are extensively exploited by mod-
ern numerical techniques). We have also reviewed the evolution of numerical
relativistic hydrodynamics, that started as a branch of relativistic astrophysics
more than thirty years ago with the pioneering simulations of May and White
of stellar core collapse, and which has culminated in the last decade with the
introduction of high–resolution shock–capturing (HRSC) methods. The basics
of HRSC methods have been summarized, too.

Most of the problems that may be treated by means of numerical simula-
tions require a multidimensional modeling of the flows. Fully three–dimensional
simulations in relativistic hydrodynamics are particularly challenging because of
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their intrinsic, technical difficulties. These difficulties have been addressed only
by a few scientific groups, so far. We have listed those codes that have been used
in 3D special or general RHD simulations. Two of them (Cactus and Shibata–
Nakamura codes) have implemented a full consistent evolution of the metric of
the space–time coupled to the GRHD equations. This fact has allowed them to
study, for the first time, problems as complex as the coalescence of simplified
models of NSs. The other two codes (GENESIS and Koide codes) allow for a
static background metric of the space–time and even for the inclusion of the
magnetic field in the equations (Koide’s code).

The last Section has been devoted to outline the main results in the simula-
tion of relativistic extragalactic jets and GRBs.
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7. M.A. Aloy, E. Müller, J.Ma. Ibáñez, J.Ma. Mart́ı, A. MacFadyen: Astrophys. J.

Lett. 531, L119 (2000)
8. A.M. Anile. Relativistic Fluids and Magnetofluids, (Cambridge University Press,

Cambridge 1989)
9. R. Arnowitt, S. Deser, C.W. Misner. Gravitation: An Introduction to Current

Research, ed., Witten, L., (John Wiley, New York, 1962) p. 227
10. J.M. Attridge, D.H. Roberts, J.F.C. Wardle: Astrophys. J. Lett. 518, L87 (1999)
11. D.S. Balsara: J. Comp. Phys. 114, 284 (1994)
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56. J.L. Gómez, J.Ma. Mart́ı, A.P. Marscher, J.Ma. Ibáñez, A. Alberdi: Astrophys.
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Abstract. There are now several types of relativistic flows in astrophysical settings.
The foremost examples are jets and disks orbiting spinning black holes, pulsar winds
and gamma ray bursts. As discussed at this meeting, these flows exhibit unusual kine-
matic and dynamical properties, that distinguish them from non-relativistic flows. It is
possible that all collimated outflows are essentially hydromagnetic or electromagnetic.
Future study of relativistic flows will rely heavily on numerical experiments. Model
relativistic flows provide a basis for carrying out secondary studies of the underlying
plasma physics, particle acceleration, magnetic field amplification and the emission
and transfer of radiation, particularly at shock fronts. Some current opportunities in
observation, phenomenology and theory are briefly suggested.

1 Relativistic Flows in Astrophysics

Although the initial forays into relativistic gas dynamics [12] and relativistic
MHD [4] were mainly stimulated by applied mathematical curiosity, astronom-
ical observations now provide abundant incentive to consider relativistic flows
in detail. In this brief summary, I shall review these developments in rough,
historical order, emphasise some contemporary problems and suggest some fu-
ture directions. I refer to the many excellent presentations at this workshop for
detailed discussions and more extensive bibliographies.

1.1 AGN

Ever since the pioneering, VLBI observations in the early 1970’s [1], [13] we have
known that compact, extragalactic radio sources can expand with space veloc-
ities within one percent of the speed of light so as to create a strong “super-
luminal” illusion [9]. The emitting features, in variable, compact radio sources,
were soon associated with external and internal shock waves and the jet-like,
as opposed, to spherical character of the flows was established. Observations of
jets at optical, X-ray and, especially γ-ray energies followed and much effort is
currently being applied to understanding the details of how different types of
jet emit throughout the electromagnetic spectrum. The general picture that has
emerged [Agudo, Celotti, Close, Georganopoulos, Kovalev, Mastichiadis, Malzac]
1 is that relativistic electrons are accelerated, mainly at shock fronts, and that
1 See Similarities and Universality in Relativistic Flows, Proceedings of the PhD Eu-
roconference, Logos Verlag, Eds. M. Georganopoulos et al., 2001, for a written form
of the talks given at SURF 2000 cited here – the eds.

Axel W. Guthmann et al. (Eds.): Relativistic Flows in Astrophysics, LNP 589, pp. 227–237, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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they emit synchrotron radiation at low frequency and inverse Compton emission
at high frequency, with the former providing the soft photons for the latter in
low power sources and the disk ultraviolet emission supplying the soft photons
in high power sources.

Although early, relativistic jet models were essentially gas dynamical, with
the magnetic field evolving passively, it is now widely believed that jets are col-
limated by large-scale magnetic field [Casse, Ferreira, Nitta] with a disk angular
velocity vector determining the jet axis. However the details are controversial.
Most models of jet formation and collimation that have been published to date
are non-relativistic, analytic MHD solutions where the intrinsic anisotropy of
the Maxwell stress tensor is ultimately responsible for the collimation. This is
reasonable because, as it is generally reasoned, what is being described is a col-
limating, magnetic sleeve that confines an ultrarelativistic flow that emanates
from the black hole and the inner disk. However, some authors have argued that
the magnetic field is always primarily poloidal and any toroidal field that is gen-
erated by the rotation will quickly vanish through reconnection. At the other
extreme it has been proposed that rotation dominates and the magnetic field
lines behave like a coiled spring pushing the jets out along the spin axis. Both
components are relevant to centrifugal models where the inertia of the outflow-
ing plasma plays a crucial role. Finally, there are models where there is no long
range order to the field and it is the local anisotropy associated with loops of
magnetic flux that create the collimation. The stability of most of these models,
particularly to non-axisymmetric modes, is only recently coming under scrutiny
[Lery].

Yet another debate, and this is probably the central phenomenological ques-
tion in interpreting relativistic flows, is “What is the working substance?”.
[Markowith, Yamasaki]. There is far too large a radiation density around the
inner disk for the flows to start life as just pairs and there has to be some
other carrier of momentum. One possibility, considered in some early models
was the radiation itself. However, elementary kinematic considerations make it
quite unlikely that large Lorentz factors can be achieved. Protons, whose radia-
tive efficiency is very low, could be responsible, though it is very hard to see how
they could be accelerated efficiently in a beam. In my view, the most reasaon-
able candidate is electromagnetic field. Note, that I am only suggesting that
jets start off in a predominately electromagnetic form. A quite likely sequence is
that, at some finite distance from the black hole where annihilation cannot keep
up with production, jets metamorphose into a pair plasma. This may be where
the observed γ-rays are produced. At a yet greater distance, these jets should ul-
timately interact strongly with their surroundings as they become radio sources
and decelerate. Presumably, when the jet is powerful, the outflow can remain
relativistic and we have a FR2 source; when the jet is weak and decelerates to
a subsonic speed, a FR1 source is formed. At this point, we are dealing with
reasonably well-resolved extended radio sources and now have a much better
understanding of the physical conditions in the surrounding gas. This should en-
able us to make more confident descriptions of radio source evolution and more
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quantitative estimates of the total jet powers [Blundell, Manolakou, Polatidis],
both in individual sources (where they can exceed the bolometric power of the
AGN) and collectively as a contribution to the luminosity density of the universe.

Although jets are certainly the most dramatic, relativistic flows associated
with AGN, gas in the accretion disk also moves with mildly relativistic speed
and general as well as special relativity must be invoked to account for the X-ray
line spectroscopy - a quite dramatic vindication of the black hole model. This is
possible evidence that the holes are spinning, because the prominent red wings
that are sometimes observed should only be formed if the disk can approach the
horizon and this only happens for a geometrically thin disks orbiting a rapidly
spinning hole in a prograde sense [11].

1.2 Pulsar Winds

Pulsars were discovered soon after there was evidence for relativistic effects in
AGN and it was quickly realized that they should also be (relativistic) electro-
magnetic objects [7][2]. Originally, the field was thought to be that of a rotating,
vacuum, magnetic dipole, though it was soon realized that the magnetosphere
had to contain plasma which would at least seriously modify the electromag-
netic field and might have dynamical importance [3]. A similar metamorphosis
of energy from mechanical, through electromagnetic, pairs and ions is envis-
aged though the details of how and where these transformations occur are no
less controversial than they are with AGN jets despite much valiant, theoretical
effort.

Important Chandra observations of the Crab Nebula, and a few other ple-
rions, have demonstrated that the presumed spherical winds actually exhibit
“jets”, giving the lie to the assertion that disks are necessary for jet formation.
(Actually, they also appear to possess features that look like “disks”, though
these are probably equatorial current sheets, like those found to be associated
with the solar wind.)

1.3 Galactic Superluminal Sources

The association of black hole accretion disks with AGN led to the (morphologi-
cal) expectation that binary X-ray sources (where the direct evidence for disks
was stronger than in AGN) should also produce jets. The early evidence (eg in
Sco-X1) was confused, but with the discovery of the jets in SS433 [5] [Rowell],
(where the jet velocity and its variation could be accurately measured) the mat-
ter was settled. However, here, and in all other known examples to date [Fender],
the outflow speed is only mildly relativistic in contrast to what has been found
with the AGN jets. Indeed, there is no dynamical or kinematical objection to the
jets being created by radiation pressure and as these sources are operating quite
close to the Eddington limit, radiation cannot be ignored. These inner disks,
like those associated with AGN accreting close to the Eddington rate, comprise
radiation-dominated gas.
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The Galactic superluminal sources [6], which are believed to contain black
holes, also exhibit “Quasiperiodic Oscillations”, or QPOs, analogous to the os-
cillations that have been reported from neutron star systems. The modulation
is generally associated with standing modes in the relativistic accretion disk.
However, the disk can only be the clock; the X-ray emission is so hard that it
must actually originate in the corona. This is additional, circumstantial evidence
for a strong magnetic coupling between the disk and its surroundings and, in
principle, a strong diagnostic of general relativistic disk flow.

1.4 Gamma-Ray Bursts

Although early discussions of the nature of GRBs clearly recognized the impli-
cations if they were at cosmological distances [10], it wasn’t until the BATSE
catalog was produced that it became clear that this was probably the case and
that GRBs probably expanded even faster than AGN jets [8]. The inference was
verified by the measurement of afterglow redshifts and the discovery of radio
scintillation[Downes, Kobayashi, Galama, Sari]. It now seems to be generally
accepted that bulk Lorentz factors, variously estimated as lying in the range
100 < Γ < 1000, are required to avoid pair production by the escaping high
energy γ-rays. The gamma ray burst itself is most commonly associated with
the dissipation of internal shocks that form in the expanding fireball and reflect
variation in the source over a relatively long timescale ∼ 100 s for the better
studied “long” bursts. The afterglow, which can be traced for over year in some
cases, is associated with a blast wave, initially ultrarelativistic, formed by the
swept up interstellar medium. The evidence that this flow is non-spherical, ie
that GRBs are also jets – the observation of achromatic spectral breaks and a
desire to limit the explosion energy – is improving but is not yet decisive.

The study of the dynamics and radiative properties of afterglows has partly
recapitulated the study of AGN jets, although there is now an impressively de-
tailed phenomenological description of comprehensive observations of over 20
bursts throughout the electromagnetic spectrum. Although there is circumstan-
tial evidence that the long bursts are associated with star-forming regions in
galaxies, the nature of the sources is still unclear. We know less about the short
bursts, though the soft gamma repeaters are probably associated with magne-
tars.

In most contemporary models of the non-repeating bursts, a black hole is
either formed or augmented. Many of these models, specifically the collapsar
models, raise fundamental questions of relativistic gas dynamics, including the
question of whether or not we are dealing with a fluid at all! The afterglows raise
the same questions that came up with AGN concerning particle acceleration and
field amplification. “How are particles accelerated and how is field amplified?”.
From an astronomical perspective, we also want to understand the place of GRBs
in the scheme of advanced stellar evolution and supernova explosions as well as
their potential as sources of neutrinos and gravitational radiation as well as their
“environmental impact”.
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1.5 Other Relativistic Flows

There are several other types of mildly relativistic flow that have been considered
in astrophysics including accretion onto neutron stars, broad absorption line
quasar outflows and, most fundamentally of all, early universe cosmology which
is also an exercise in relativistic gas dynamics with a transition from radiation-
dominance to gas-dominance, just like that in accretion disks!

2 Relativistic Flows

2.1 Gas Dynamics

One of many satisfying features of both special and general relativity is how
harmoniously they accommodate gas dynamics. The relativistic formalism em-
phasizes symmetry and conservation laws in a manner that is sometimes lost in
the more engineering-oriented development of the non-relativistic subject. Grav-
ity can be ignored for application to jets, winds and GRBs and the governing
equations, derivable from setting the divergence of the mass particle current
vector and the stress-energy tensor to zero, express the conservation of mass,
momentum and energy. This leads to counterparts of familiar non-relativistic
descriptions for ID flow, shock discontinuities and so forth. In many analyses
of relativistic flows, the fluid is often taken to be isotropic and ultrarelativistic,
that is to say the pressure is dominated by radiation or high energy leptons
with an internal sound (proper) speed of 2−1/2c. In this case the effective Mach
number is M = 21/2u where u is the proper bulk speed. In other applications,
non-relativistic protons are also present and reduce the sound speed.

However, there are some serious worries as to how complete a description
this really is in many of the environments where these results are applied. For
example, in a pair creation region, mass will not be conserved. Furthermore,
momentum and energy will not be conserved in the presence of inverse Compton
scattering. Another worry is that shear stress is usually ignored when dealing
with jets while it is seen as an intrinsic part of another common astrophysical
shear flow, the accretion disk. When we make 1D jet models we are implicitly
assuming that jets are enclosed by narrow, turbulent, boundary layers that do
not spread so that Mach numbers can attain large values – over 300 in some
collapsar models – and the ratio of the bulk kinetic energy to the internal energy
exceeds ∼ M2. This is supposed to happen naturally with essentially no noise
and internal dissipation reconverting the bulk energy to internal energy. An
aerodynamicist would think this strange!

High Mach number jets have some unusual properties (both non-relativisti-
cally and relativistically). If the fluid starts from a subsonic chamber, where
it is all in causal contact, and accelerates through a pair of nozzles to form
“twin exhausts” with Mach number much larger than the reciprocal of the jet
opening angle θ−1, (as is thought to happen in GRBs), then the different parts
of the jet flow will fall out of causal contact. Now, in the case of a GRB, the
jet is likely to be preceded by a relativistic blast wave propagating into the
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surrounding medium. Initially the different elements of this blast wave will also
be out of causal contact. However, as the blast wave decelerates, M will fall to
θ−1 and transverse causal contact will be re-established. This “hello–goodbye–
hello” behavior is thought to be responsible for the achromatic breaks in the
afterglow emission and is reminiscent of inflationary cosmology!

Ultrarelativistic flows do have some distinctive kinematic properties which
mostly derive from the fact that the 3-speed is limited to that of light. This
in turn, leads to strong Doppler-shifting and beaming of the emitted radiation.
These effects can be extremely large and can lead to insignificant parts of the
source dominating what we observe

2.2 Passive Gravitational Field

The next most complicated class of problems involves gas dynamical flows in the
presence of a passive gravitational field. A prime example is an accretion disk in
orbit about a black hole. There is now a lot of interest in solving these problems
using the full machinery of general relativity. For example, “diskoseismological”
oscillation modes have been calculated and their frequencies can be made to
match QPO observations.

2.3 Active Gravitational Field

Flows where the spacetime is dynamic are far harder to analyze and numerical
methods are necessary. The most pressing examples are neutron star – neutron
star/black hole models of GRBs. Simulations have been used to determine the
timescales for coalescence and, for example, to show that neutrino emission is
unlikely to be very important in driving the burst.

2.4 Magnetohydrodynamics

As I have already remarked, most models of relativistic jets, plerions and disks
are intrinsically magnetised. In particular, we now know how magnetic field is
amplified in a non-relativistic disk, through the magnetorotational instability
and it is now generally agreed that disk evolution is a magnetohydrodynamic
problem. Similarly, jet collimation is generally argued to be due to anisotropic
magnetic stress on the grounds that the maximum gas pressures allowed by
X-ray observational constraints are too small to effect collimation.

In non-relativistic astrophysical MHD [Sauty], it is commonly assumed that
the electrical conductivity is infinite, implying that the electric field vanishes
in the centre of momentum frame. When this happens the flow evolves under
a set of locally deterministic equations which give the partial derivatives of the
velocity, density and the magnetic field with respect to time. (There is an applied
mathematical nicety involving the degeneracy of the signal speeds along the field.
which is probably inconsequential in practice.) Note that there is no need for
an equation to describe the temporal evolution of the current density as this is
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given by the curl of the magnetic field. The charge density can be determined
after the fact from gauss’ law, if needed, but it has no dynamical role in the
non-relativistic limit.

By contrast, when we try to do the same thing in relativistic MHD, some
awkward questions are raised because we cannot ignore the displacement cur-
rent and the charge density. Maxwell’s equations are evolutionary equations for
ρ,E,B. In the infinite conductivity limit, there is no evolutionary equation for
j. Only when we introduce a finite conductivity, so that the current density
is given by some form of Ohm’s law in the center of momentum frame, do we
fix the current locally. However, when the conductivity is so large that there
is insignificant electric potential difference along the magnetic field, the current
flow must be determined by what happens elsewhere, in regions where there is
dissipation or by the boundary conditions.

There is a second possible problem with relativistic MHD that can have
a large bearing on the outcome. Traditionally there are three modes of wave
propagation known as fast and slow magnetosonic propagation, together with the
intermediate (or Alfvén) mode. Now the slow mode is determined by the sound
speed in the gas. This is traditionally taken to be isotropic and (if the gas has a
high temperature) to be 3−1/2c. However, in many flows, including those around
black holes, it is possible for the electrons to cool on a dynamical timescale.
The particle distribution function may become highly anisotropic with repect to
the ambient magnetic field. In this case the effective sound velocity along the
direction of the magnetic field can become arbitrarily close to the speed of light.
This, in turn affects the characteristics and has implications for the development
of shock waves and the causal structure of relativistic flows.

2.5 Force-Free Electrodynamics

A useful approximation for handling magnetised, relativistic flows, that simplifies
the calculation, though does not remove the first of the above difficulties, is to
adopt the relativistic force-free approximation, namely that ρE+j×B = 0. This
immediately supplies a constitutive relation for the component of the current
density resolved perpendicular to the magnetic field, ρE × B/B2. The parallel
component must be fixed by boundary conditions, just as in the non-relativistic
case. In this approximation, which is surely good for field lines which thread a
black hole event horizon and quite possibly for pulsar winds, we dispense with
the velocity all together. The role of the plasma is to supply charge density and
current. The invariant E · B vanishes and there will generally be ample charge
to keep the invariant B2 − E2 positive.

2.6 Radiation-Dominated Gas Flows

Increasing attention is being paid to the dynamics of radiation-dominated fluid.
The prime example is the open universe. However, here the vorticity and mag-
netic field are thought to be quite small. By contrast, relativistic accretion disks
and optically thick jets are quite likely to behave very differently. These are, by
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definition, shear flows in which magnetic fields grow on a dynamical timescale.
However, the field may become quite inhomogeneous in a manner which will
facilitate radiative transfer. In fact, photons can transfer momentum as well as
energy under some circumstances.

3 Numerical Simulations

It has been made quite apparent here that the way forward is through numerical
simulation [Aloy, Peitz]. Impressive advances have been reported in the testing
and deployment of large three (and four) dimensional codes with and without
magnetic field and improvements in speed and memory make quite sophisti-
cated investigations a practical proposition. The numerical study of radiation-
dominated, relativistic magnetohydrodynamics is on the horizon and promises
the biggest surprises as we strive to develop some understanding of what really
happens to gas accreting onto a black hole. Even in simple flows, breaking spher-
ical or axisymmetry and going beyond self-similarity is producing large changes
in our outlook. In addition, the capability to tackle non-linear perturbations -
the only sort that observers can see - is crucial.

This, is not to say that there is no further role for analytical approaches. In
some sense, they become more important. This is because it is extremely hard to
represent the results of multi-dimensional computations, graphically or verbally
in a manner that allows one to divine general principles and predict what will
happen in other flows. Having a simple description of the most important features
of a complex flow is immensely valuable. It is also important to distinguish
numerical simulation, which aspires to reproduce an accurate representation of a
flow from numerical experiments. As with much experimental physics, a laudable
goal of numerical experiments is to get so much insight that it is possible to
replace them with a working model that can be used as a subunit of a larger
investigation.

Understanding the flow is not the end of the matter. It is important to use
the fluid solution to provide a framework to discuss higher order features like the
plasma physics, particle acceleration and radiative transfer. This is vital if we
want to interpret the diagnostic observations of relativistic sources. Carrying out
these secondary studies relativistically is turning out to be no less of a numerical
challenge than computing the basic flows.

4 What Now?

4.1 Observation

The observational prospects are good. On AGN jets, there is an opportinity for
using polarimetric observations and imaging to tell us if jets have an electromag-
netic or a gas dynamical origin and for understanding what factors determine the
jet power. Increasingly detailed X-ray observations of sources like M87, Cygnus
A and Pictor A are providing excellent laboratories for determining directly,
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where relativistic electrons are accelerated, what is the magnetic feld geometry
and how the particles are transported. Temporal studies should clarify the extent
to which jets can be thought of as continuous flows or a sequence of explosive
outbursts. The spectacularly detailed X-ray spectroscopy that is emerging from
both XMM-Newton and Chandra will eventually be interpreted and should de-
fine the geometry of the gas flow near to black holes and, especially, identify
where the energy is dissipated.

Our view of plerions has been considerably enhanced by their association with
soft gamma repeaters and magnetars. However there is still a lot of uncertainty
in these identifications and an imperfect understanding of how a plerion changes
in reponse to a burst. More coordinated observations are needed.

One of the big observational challenges in studying the Galactic superluminal
sources is to find a “microblazar” - a high Lorentz factor jet pointed towards us.
(It is possible that the recently-discovered, super-Eddington compact sources in
nearby galaxies could be of this type.) If, conversely, we can persuade ourselves
that these objects do not exist, then it will probably tell us something useful
about jet formation.

Turning to GRBs, HETE-2 should identify some short bursts and point to a
physical origin for this subclass to complement the tremendous observations of
the long bursts that derive from Beppo-SAX and BATSE.

4.2 Phenomenology

The basic jet emission model involving shock fronts admits a simple, testable
prediction. The kinematic velocity of the emitting feature will differ from the
velocity of the emitting gas, which can be measured through the Doppler shift.
It would be very nice to demonstrate this in some sources.

There is great need to discover the true laws of MHD which will describe
how collisionless plasmas behave in practice on the largest scales as opposed to
the applied mathematical idealisations on which we must rely at present. Un-
doubtedly our best hope for understanding non-relativistic flows lies with careful
analysis of the superb observations of the solar corona by the YOHKOH, SOHO
and TRACE spacecrafts as well as the in situ observations of the solar wind and
planetary magnetospheres. We need to understand how currents flow – are they
distributed or filamentary - how shocks create entropy under a wide variety of
defining conditions, how much energy is dissipated in reconnection regions and
in what form, how turbulent spectra develop and the connection to magnetic
amplification by dynamo action. We would like to understand solar flares as a
prelude to understanding the energisation of an accretion disk corona and the
means of launching the solar wind which is surely relevant to the formation of
jets.

The best laboratory that we have for the relativistic flows that are the subject
of this meeting is surely the Crab Nebula. Here Chandra and HST observations
are changing our view of the pulsar wind/jet, and its termination through a
strong shock front. However we still do not have an accepted determination of its
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speed and composition. The notion that magnetised flows generically collimate
into jets even without a disk, if true, is of immediate relevance to GRBs.

A related question is “How much is the character of the jet dependent upon
the central compact object?”. We are pretty confident that the Galactic super-
luminals are identified with black holes but Sco X-1 (and possibly, SS433) may
derive from neutron stars. In addition the jets we observe best are formed by
protostars, so a “compact object” is far from necessary. This is a good clue as
to how relativistic jets are powered. Perhaps all that is required to make a jet
large relative angular velocity (in units of the Keplerian value).

Another research frontier is the Ultra High Energy cosmic rays. There is a
good chance that, as observations continue to improve over the next few years,
we will be forced to a phenomenological model of their origin which will surely
involve ultrarelativistic plasma physics.

4.3 Theory

There is now a large backlog of unsolved problems in fundamental theory that
must be solved before we can model astrophysical, relativistic flows with con-
fidence. For many of these, as I have emphasized, the requisite computational
tools are becoming available. Perhaps the most pressing need, with the largest,
general implications, is to understand how magnetic fields evolve around black
holes, in the radiation or ion-dominated disks and in the magnetosphere above
the hole. We will almost certainly need to perform large scale numerical simu-
lations and will want to use these to determine the relative efficiencies for the
release of energy by the hole and the disk and the connection to jets. This prob-
lem will be very hard to solve, though it is fairly well posed. In the case of an
ion plasma we will want to use plasma simulations to understand better the
collisionless coupling between the hot ions and the cool electrons

There are several additional, interesting formal challenges which may turn
out to be relevant to interpreting the observations, such as making a theory
for the radiative transfer of plasma waves in a curved spacetime, developing a
relativistic theory of reconnection and reworking the theory of the MRI for a
relativistic disk.

As the diverse contributions to this lively workshop attest, these are only a
few of the possibilities inherent in this young and exciting field.
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EC, external compton process, 89
efficiency, shock, 135
emission
– emission, high-energy, 126
– emission, inverse Compton, 136, 140
– emission, isotropic, 146
– emission, jet, 217
– emission, line, 160
– emission, synchrotron, 136
emissivity, 9
– emissivity, single electron, 8
– emissivity, SSC, 15
– emissivity, synchrotron, 15
energy
– energy gain, 31
– energy, average, 13
– energy, break, 19
– energy, characteristic, 8
– energy, electron, 14
– energy, incoming photon, 10
– energy, maximum, 11, 36
– energy, minimum, 38
equation
– equation of state, 27
– equation, continuity, 17
– equation, kinetic, 17
– equations, MHD, 48
event horizon, 53
evolution, time, 178

Fermi Acceleration, 29
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flare, 22, 187
– flare, radio, 156
flux, X-ray, 109
frequency
– frequency, critical, 7
– frequency, maximum, 7
– frequency, self-absorption, 10
function
– function, electron distribution, 17
– function, photon distribution, 11

galaxy
– galaxies, radio lout, 66
– galaxies, radio quiet, 66
– galaxies, radio-loud, 44
– galaxies, radio-quiet, 44
– galaxy, host, 158
γ-ray, 4, 6
GRB, Gamma-Ray Burst, 6, 32, 218, 230
– GRB, short-duration, 145
gyrofrequency, relativistic, 7

hydrodynamics, general relativistic, 198

index
– index, electron, 8
– index, power-law, 14
– index, spectral, 8, 34, 118, 139
intensity, total, 176

jet, 113
– jet, acceleration, 54
– jet, break, 148
– jet, electron-positron, 47
– jet, electron-proton, 47
– jet, GRB, 145
– jet, radio, 187
– jet, relativistic, 170

Larmor’s formula, 7
laws, conservation, 25
light curve, GRB, 125
line, emission, 115
Lorentz factor, 26
– Lorentz factor, bulk, 116, 220
– Lorentz factor, minimum, 94
loss, electron energy, 14
luminosity, 4
– luminosity, instrinsic, 4
– luminosity, observed, 4

magnetic field
– magnetic field, critical, 9
– magnetic field, helical, 191
mechanism, energy loss, 17
motion, superluminal, 1–3

number density, photon, 5

observation, VLBI, 182, 228
outflow, relativistic, 104

pairs, electron-positron, 4, 38, 47
polarization, 152
power, jet, 95
production, pair, 5
pulsar, X-ray, 107

QSO, quasi-stellar object, 183

radiation
– radiation, synchro self-Compton, 15
– radiation, synchrotron, 7, 13
Riemann solver, 208
rotator, magnetic, 64, 65

scattering
– scattering, direction angle, 32
– scattering, inverse Compton, 10, 13, 14
Schwarzschild radius, 215
shock
– shock, external, 133
– shock, forward, 143
– shock, internal, 97, 133
– shock, non-relativistic, 30
– shock, relativistic, 35
– shock, reverse, 144, 156
– shock, trailing, 180
– shock, unmagnetised, 35
singularities, 52
slope, spectral, 6
spectrum, 20
– spectrum, afterglow, 137
– spectrum, power-law, 8
– spectrum, radiated, 19
spectrum, scattered photon, 14
SSC, synchrotron self compton process,
15, 89

stability, jet, 183
symmetry, self-similar, 50
synchrotron, self-absorbed, 115
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temperature
– temperature, brightness, 9
– temperature, kinetic, 10
time, electron cooling, 138
timescale
– timescale, acceleration, 35
– timescale, energy loss, 7

transfer, synchrotron radiation, 172

velocity, apparent, 104

width, pulse, 7
winds, pulsar, 37

X-ray, 4, 45
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